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The Handbook of Developmental Psychopathology presents cutting-edge
theory and research in the field of developmental psychopathology; as such,
it is one of the primary resources for the field. It has been 10 years since the
publication of the second edition of the Handbook. During this time, there has
been a burgeoning of work in the field of developmental psychopathology.
The dynamic nature of the field necessitates an updated volume that consid-
ers advancements in theory, research methodology, and empirical findings.
The first edition of the Handbook sought to combine the fields of developmen-
tal science and psychopathology, arguing that the origins of psychopathology
in adulthood could be found in childhood. A primary focus was placed on
traditional psychiatric diagnostic schemes, drawn primarily from adult psy-
chiatry, to parse the field of psychopathology into particular disorders. As the
field grew, emphasis changed from a primary focus on diagnostic categories
to a focus on developmental perspectives on the emergence and growth of
psychopathology. This shift in emphasis required a more comprehensive vol-
ume that considered multiple perspectives on psychopathology as reflected in
biological, psychological, and contextual frameworks. The second edition
met this challenge by supplementing descriptions of the presentation, course,
and etiology of particular disorders with chapters devoted to varying concep-
tual paradigms, such as biological, cognitive, social, and ecological perspec-
tives. This edition underscored the idea that psychopathology cannot merely
be viewed in terms of developing individual characteristics but also must be
considered within the dynamic framework of shifts in children’s developmen-
tal contexts across the life span.

Since the publication of the second edition, the field has continued to
mature such that theory and research emphasize not only the importance of
understanding varying levels of development but also the need for integrative
multilevel models reflecting interactions and transactions among multiple
vulnerabilities, risks, and protective factors that shape development trajecto-
ries of health and psychopathology. Perhaps one of the fastest growing areas
of the field in recent years is the intersection of neuroscience and psychopa-
thology. This rapid growth is reflected in recent research on molecular genet-
ics and epigenetics, brain imaging, and the role of early experience in the
development of biological systems. Cutting-edge developments in this area
are reflected in two new chapters, with an eye toward considering how devel-
oping biological systems are influenced by, and influence, psychological and
social processes underlying risk for psychopathology. Also reflecting this
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interface between biology and context, new chapters include a focus on the
effect of early deprivation on cognitive, emotional, and biological systems
and on the role of pubertal development in psychopathology. Another grow-
ing area in the field is a greater integration of theory and research on early
temperament, personality, and psychopathology, as well as new work explor-
ing early indicators of personality pathology during childhood and adoles-
cence. A third area of rapid growth is the development of sophisticated
statistical procedures for tracking change, allowing for a more nuanced
understanding of continuity and change in psychopathology over time; these
advances are reflected in a chapter on research methodology. Providing a bal-
anced view of the field, this edition considers processes underlying resilience
from psychopathology in high-risk youth, with an integration of contempo-
rary theory and research on positive psychology. The sections on specific
disorders are updated and expanded to include chapters on substance use and
suicide. In sum, the third edition strives to retain the strengths of the earlier
editions while integrating state-of-the-art theory and empirical research that
reflect contemporary multidisciplinary perspectives on developmental
psychopathology.

This edition is divided into nine Parts. The first concerns general issues
and theories. The second focuses on environmental contexts, including fam-
ily, schooling, peers, life stress, and culture. The third Part brings together
cutting-edge work on individual-level processes involved in psychopathol-
ogy, including genetics and neuroscience, the interactive role of early experi-
ence and biology, as well as temperament and pubertal development. The
next three Parts focus on specific disorders, including early childhood disor-
ders, disruptive behavior disorders (ADHD, aggression, conduct problems),
and emotional disorders (depression, suicide, anxiety, and obsessions and
compulsions). Control disorders are presented in the seventh Part. Part 8,
Chronic Developmental Disorders, includes chapters on autism spectrum
disorders, intellectual disability, gender dysphoria, and personality patholo-
gies. Last, Part 9 covers Trauma Disorders, including maltreatment, posttrau-
matic stress, and dissociative disorders.

Finally, a word in regard to the new DSM manual. Although the first edi-
tion of the Handbook utilized the DSM classification system, the second edi-
tion of the Handbook moved more toward a developmental perspective. This
emphasis has continued in this third edition. When necessary, the new and
revised chapters have taken the new DSM manual into account. The commit-
ment of the NIMH to move the field of psychopathology from symptom-
based toward a more dynamic classification system mirrors our belief that a
more research-oriented system of psychopathology is especially relevant to
studying the development of psychopathology.

New Brunswick, NJ, USA Michael Lewis
Champaign, IL, USA Karen D. Rudolph

Preface
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Issues and Theories



Michael Lewis

It is almost 30 years since the seminal paper by
Sroufe and Rutter (1984) and nearly 25 years
since the first edition of the Handbook of
Developmental Psychopathology (Lewis &
Miller, 1990). Much has changed in the study of
pathology since then, including our models of
development, the definitions of psychopathol-
ogy—with some newer types added and others
removed—and in particular new measurements
and new statistical techniques. Nevertheless I
think it is still appropriate to define our field as
“the study of the prediction of development of
maladaptive behaviors and the processes that
underlie them.” As we have said, the thrust of the
definition of developmental psychopathology
requires something more than a simple combina-
tion of two sets of interests. Besides the study of
change and development of maladaptive behav-
iors, the combination of issues of development
with that of psychopathology informs both areas
of interest. But perhaps of equal importance is
that our study of the development of pathology
forces us to look at individual differences.

In a recent book on attachment and psycho-
analysis, Morris Eagle (2013) tried to reconcile
the different points of view of attachment theory
and psychoanalysis. He tried to understand the
differences and similarities around the problem of

M. Lewis, Ph.D. (0<)

Institute for the Study of Child Development,
Rutgers Robert Wood Johnson Medical School,
New Brunswick, NJ 08901, USA

e-mail: lewis @rwjms.rutgers.edu

how actual events versus the construction of a
child’s reality or fantasy affect the child’s devel-
opment. For him, attachment theory is more con-
cerned with the actual events, that is, what really
happened in the opening year of life, rather than
what psychoanalysis has been concerned with, the
concern for fantasy or the construction of reality.
This dichotomy is of special interest for the
study of psychopathology, even though the work
of Mary Main has tried to bridge the gap though
her emphasis on attachment models as the mech-
anism connecting what happened to the idea of
what happened (Main, Kaplan, & Cassidy, 1985).
For her, these models are dependent on what
actually happened vis-a-vis the earlier mother—
child interaction. This is consistent with much of
the interest in articulating the nature of the devel-
opment of psychopathology since it is predicated
on finding the relation between what really hap-
pened as it affects the child’s development. While
longitudinal studies gives us some clues as to
what really happened, our emphasis on discover-
ing the past as a reality is bound to give us only
weak associations. This is likely always to be the
case given what we know about the human condi-
tion, namely, that our experiences and our memo-
ries are constructions even as they occur, let alone
when we recall them, and these constructions
bear only a weak association to what really hap-
pened (Lewis, 1997). Given these facts in regard
to human behavior, we must remember that the
notion of what really happened cannot be the
bases of a predictive science. An example of this
dilemma can readily be seen in a longitudinal

M. Lewis and K.D. Rudolph (eds.), Handbook of Developmental Psychopathology, 3
DOI 10.1007/978-1-4614-9608-3_1, © Springer Science+Business Media New York 2014
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study of attachment. For this study we obtained
attachment ratings of a large number of one-year-
olds in a slightly modified standard attachment
paradigm and followed them until they were 18
years old (Lewis, Feiring, & Rosenthal, 2000).
We found that their attachment rating did not pre-
dict their AAI scores nor their psychopathology
scores at 18 years. What did predict these scores
at 18 was the nature of their family structure,
namely, whether or not their parents were
divorced. Of particular interest was the finding
that their memory of their childhood, which was
unrelated to their earlier attachment, was related
to their AAI scores at 18 but only if we took the
family structure into account.

I mention these findings to remind us of how
children construct their experiences and memo-
ries; how they respond to events in their worlds
rather than what really has happened is an impor-
tant addition to the study of the development of
psychopathology. Thus, when we talk about the
various models that we use to study these prob-
lems, we need keep in mind that individual differ-
ence in the construction of reality need be taken
into account. The question that still needs to be
addressed is how individual children construct
their reality. This has to include how earlier expe-
riences influence later ones and how individual
differences in temperament may affect these con-
structions. Thus individual differences in tem-
perament not only affect how a child may respond
to an event but in addition affect the nature of the
construction of the event and memories of it.

Models of Developmental
Psychopathology

Models of development always represent world
views about human nature and environments that
create a human life course. Models of abnormal
development also reflect these different world
views. So, for example, the trait notion of person-
ality (Block & Block, 1980) and the invulnerable
child (Anthony, 1970; Garmezy, 1974; Rutter,
1981) both share the view that some fixed pattern
of behavior may be unaffected by environmental
factors. Likewise, information in regard to the

M. Lewis

regression of a child’s behavior to old behavioral
patterns under stress requires that we reconsider
the idea that all developmental processes are trans-
formational, that is, that all old behavioral patterns
are changed or transformed into new ones.

Two views of human nature have predomi-
nated in our theories of development. In the first,
the human psyche is acted on by its surrounding
environment—both its biological and its external
physical and social environments. In the second
view, the human organism acts on and in a bidi-
rectional fashion interacts with the biological,
physical, and social environments (Overton,
2006). The reactive view has generated a dichot-
omy of two major theoretical paradigms: biologi-
cal determinism and social determinism. The
active view, in contrast, has generated what has
recently come to be known as the relational
developmental systems perspective (Lerner,
2006). Let us consider the views in their more
extreme forms to show how their respective theo-
ries might treat the issues of development.

In both the biological-motivational and social-
determinism paradigms, the causes of behavior or
action are forces that act on the organism, causing
it to behave. These may be internal biological fea-
tures of the species, including species-specific
action patterns. In all cases, within this world
view, the organism is acted on and the causes of its
action (including its development) are external to
it. Thus, for example, the major determinant of
sex-role behavior is thought to be biological, that
is, determined by sex and in this case by the effects
of hormones. Alternatively, sex-role behavior can
be determined externally by the shaping of effect
of the social environment, either the differential
rewards of conspecifics (Fagot, 1973). Examples
of the former are already well known (e.g., paren-
tal praising or punishing of specific sex-role-
appropriate actions, such as playing with particular
toys; see Goldberg & Lewis, 1969; Rheingold &
Cook, 1975). Examples of determinism by the
social world include giving the child a male or
female name or specific toys to play with. This
view does not have to imply reinforcement control
but structural control. In all such external control
paradigms, we need not infer a self or conscious-
ness and with it a will, intention, or plans.
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In contrast with this passive or reactive view is
the relational developmental systems perspective
based on the world view that the organism is
inherently active, acting on, and being acted on
the biological, physical, and social environment
in a bidirectional fashion (Lewis, 2010; Lewis &
Rosenblum, 1974). Within this perspective the
organism has a self and consciousness and as
such has desires and plans (Lewis, 1979). These
desires and goals are constructed, as are most of
the actions enabling the organism to behave
adaptively. This view does not necessitate dis-
carding either biological imperatives or social
control as potential determinants of behavior,
because from this relational perspective, humans
are both biological and social creatures, and both
must impact on behavior. I prefer to think of
these biological and social features as nothing
more than the raw materials or resources for the
construction of cognitive structures subsumed
under a self and consciousness, which include
goals and desires, plans, and action. Taking the
example of sex-role behavior, I have argued that
hormones and social control become material for
the construction of self-cognitive structures.
These structures might take the form “I am male
or female,” “Males or females behave this way or
that way,” or “To receive the praise of others (a
desired goal) I should act either this way or that”
(Lewis, 1985). Cognitions of this sort and their
accompanying goals and desires, together with
cognitions concerning information about the
world, enable the child to intentionally act, that
is, to consciously construct a plan as described.

These two world views are present in all psy-
chological inquiry. The reactive organism mech-
anistic model receives support in the case of the
biological study of action (e.g., T cells tracing
foreign proteins that have entered the body).
Relational developmental systems views are sup-
ported by theories of the mind. It should not go
unnoticed that with the growth of cognitive sci-
ence, the idea of constructing mental representa-
tions, in particular of the self (that do not
correspond in any one-to-one fashion with the
“real” world) and with it plans and intentions,
had become more acceptable to psychology
proper by the 1980s but is still somewhat lacking

in the study of developmental psychopathology
(Gardner, 1985).

Models of development have been considered
by many writers, and the interested reader is
referred to Overton (2006) and as well as
Sameroff (2014). I particularly like Riegel’s
(1978) scheme for considering models that
involve the child and the environment. In this
scheme, each of these elements can be active or
passive agents. The passive child-passive envi-
ronment model is of relatively less interest
because it arose from John Locke and David
Hume and now receives little attention. In such a
model, the environment does not try to affect
behavior, and the child is a passive “blank tablet”
upon which is received information from the
world around it. Such models originally had
some use, for example, in our understanding of
short-term memory where memories were lik-
ened to a small box that was sequentially filled.
When a new memory was entered and there was
no more room, the first (or oldest) memory
dropped out. Although such a view of memory is
no longer held, other views, especially in percep-
tion, share many of the features of this model.
Gibson’s (1969) notion of affordance, for exam-
ple, suggests such a model because innate fea-
tures of the child extract the given features of the
environment. Such models are by their nature
mechanistic although the infant has to have loco-
motion in its world in order for it to occur.

The passive child-active environment model is
an environmental control view because here the
environment actively controls, by reward and
punishment, the child’s behavior. The characteris-
tics of this environment may differ, as may the
nature of the different reinforcers, but the child’s
behavior is determined by its environment. We are
most familiar with this model in operant condi-
tioning. It is a model much favored by many ther-
apists and is used in diverse areas, such as behavior
modification treatment to alter maladaptive
behavior or in the treatment of autism, as well as
in theories that explain normal sex-role learning
by parental or peer reinforcement (Bem, 1987).

The third model is that of an active person and
a passive environment. These models have in
common an active child extracting and constructing



its world from the material of the environment.
Piaget’s theory fits well within this framework
(Piaget, 1952), although some have argued that
Piaget may be a preformationalist—passive child-
passive environment—in that all the structures
children create are identical (Bellin, 1971). Given
the active organismic view of Piaget, it is easy to
see that although the child needs the environment
to construct knowledge, the environment itself
plays little role in the knowledge itself (Lewis,
1983). Linguistic theories, such as those held by
Chomsky (1957, 1965), suggest that biological
linguistic structures are available for children to
use in their construction of language in particular
environments. More recently, we have suggested
that innate early action patterns in interaction with
the environment produce the different feeling
states which we call emotions, such as fear and
happiness (Lewis, 2014). Whether such views are
better placed in the passive child-passive environ-
ment model can be questioned, although the criti-
cal feature of this model should not be lost. In
psychopathology and therapy, we often employ
such a model when we attempt to help patients
alter their behavior—active person—but discount
the role of the environment outside the therapeutic
environment.

The last model is most familiar to those study-
ing development because of its interactive nature.
An active person and an active environment are
postulated as creating, modifying, and changing
behavior. These interactive models take many
forms, varying from the interactional approach of
Lewis (Lewis, 1972; Lewis & Feiring, 1991), to
the transactional models of Sameroff and
Chandler (1975), to the epigenetic models of
Zhang and Meaney (2010). They also include
Chess and Thomas (1984) and Lerner’s (1984)
goodness-of-fit model and, from a developmental
psychopathology point of view, the notion of vul-
nerability and risk status (Garmezy, Masten, &
Tellegen, 1984; Rutter, 1979).

Even though Riegel’s (1978) approach is use-
ful, other systems of classification are available.
For example, both passive child and passive and
active environment models are mechanistic in
that either biological givens within the organism
or environmental structures outside the organism
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act on the child. On the other hand, both active
child models must be interactive because organ-
isms almost always interact in some way with
their environment, which, given its structure
(whether active or passive), affects the ongoing
interaction. In the models of development as they
are related to maladaptive and abnormal behav-
ior, we use a combination of approaches.

With this in mind, three models of develop-
ment psychopathology have been suggested:
these include a trait model, a contextual or envi-
ronmental model, and an interactional model.
Although each of these models has variations, the
interactional model is the most variable. Because
attachment theory remains central to normal and
maladaptive development, it is used often as an
example in our discussion. These three models,
which are prototypes of the various views of
development and developmental psychopathol-
ogy, make clear how such models diverge and
how they can be used to understand the etiology
of pathology. Unfortunately, by describing sharp
distinctions, we may draw too tight an image and,
as such, may make them caricatures. Nevertheless,
it is important to consider them in this fashion in
order to observe their strengths and weaknesses.

Trait or Status Model

The trait or status model is characterized by its
simplicity and holds to the view that a trait, or the
status of the child at one point in time, is likely to
predict a trait or status at a later point in time. A
trait model is not interactive and does not provide
for the effects of the environment. In fact in the
most extreme form, the environment is thought to
play no role either in affecting its display or in
transforming its characteristics. A particular trait
may interact with the environment but the trait is
not changed by that interaction.

Traits are not easily open to transformation and
can be processes, coping skills, attributes, or ten-
dencies to respond in certain ways. Traits can be
innate features, such as temperament or particular
genetic codes. More important from our point of
view is that traits can also be acquired through
learning or through more interactive processes.
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However, once a trait is acquired, it remains rela-
tively unaffected by subsequent interactions. The
trait model is most useful in many instances, for
example, when considering potential genetic or
biological causes of subsequent psychopathology.
A child who is born with a certain gene or a set of
genes is likely to display psychopathology at
some later time. This model characterizes some of
the research in the genetics of mental illness.
Here, the environment, or its interaction with the
genes, plays little role in the potential outcome.
The early work of Kallman (1946), for example,
on heritability of schizophrenia supports the use
of such a model, as does the lack or presence of
certain chemicals on the development depression
(see Puig-Antich’s early work, 1982). In each of
these cases, the presence of particular features is
hypothesized as likely to affect a particular type
of pathology. Although a trait model is appealing
in its simplicity, there are any number of problems
with it; for example, not all people who possess a
trait or have a particular status at one point in time
are all likely to show subsequent psychopathol-
ogy or the same type of psychopathology
(Saudino, 1997). Another example is the genetic
traits related to breast cancer (BRCA). While
some with such a trait develop cancer, most will
not do so.

That all children of schizophrenic parents do
not themselves become schizophrenic or that not
all monozygotic twins show concordance vis-a-
vis schizophrenia suggests that other variables
need to be considered (Gottesman & Shields,
1982; Kringlon, 1968). We return to this point
again; however, it is important to note that the
failure to find a high incidence of schizophrenic
children of schizophrenic parents leads to the
need to postulate such concepts as resistance to
stress, coping styles, and resilience. Each of these
terms has a trait-like feature to them.

This model is also useful when considering
traits that are not genetically or biologically
based. For example, the attachment model as pro-
posed by Bowlby (1969) and Ainsworth (1973)
holds that the child’s early relationship with his/
her mother in the first year of life will determine
the child’s adjustment throughout life. The secu-
rity of attachment that the child shows at the end
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Fig. 1.1 Trait model using the attachement construct

of the first year of life is the result of the early
interaction between the mother and the child.
Once the attachment is established, it acts as a
trait affecting the child’s subsequent behavior.
Attachment as a trait is established through the
interaction of the child with his/her mother but,
once established, acts like any other trait: that is,
it may interact with the environment at any time
but is not altered by it (see Ainsworth, 1989).

Figure 1.1 presents the trait model using the
traditional attachment construct. Notice that the
interaction of the mother and child at 7} produces
the intraorganism trait, C,; in this case, a secure
or an insecure attachment. Although attachment
is the consequence of an interaction, once estab-
lished, it is the trait (C,;) residing in the child that
leads to C,,. There is no need to posit a role of the
environment except as it initially produces the
attachment. The problems with a trait view of the
attachment model have been addressed by many
(Lamb, Thompson, Gardner, & Charnov, 1985;
Lewis et al., 2000) nevertheless; it is a widely
held view that the mother—child relationship in
the first year of life can affect the child’s subse-
quent socio-emotional life as well as impact on
its mental health. Interestingly, more recently
Sroufe, Coffino, and Carlson (2010) in their lon-
gitudinal study of early attachment also have
found that attachment at 1 year of life does not
predict later psychopathology without taking the
subsequent environment into account (see Lewis
et al., 2000, for a similar view).

Moreover, there is the belief that this attach-
ment trait can act as a protective factor in the face
of environmental stress. Secure attachment is
often seen as a resiliency factor. The concept of
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resilience is similar to a trait model, since there
are aspects of children that appear to protect them
from subsequent environmental stress. These
resiliency traits serve to make the child stress
resistant. Such a mechanism is used to explain
why not all at-risk children develop psychopa-
thology. Garmezy (1989) and Rutter (1979) have
mentioned factors that can protect the child
against stress and, therefore, psychopathology.
The problem here is that besides intellectual abil-
ity and an easy temperament, it is not clear what
other factors on an a priori basis we can say are
protective factors unless we wish to consider that
early positive social experiences are themselves
protective factors. In that case, the protective fac-
tors reside in the environment rather than in the
person, which now starts to resemble an environ-
mental model.

Figure 1.2 presents the invulnerability or resil-
ience model from the point of view of an acquired
trait. Notice that at ¢, the environment is positive,
so the child acquires a protective attribute. At t,,
the environment becomes negative (stress
appears); however, the attribute acquired at
protects the child (the child remains positive). At
each additional point in time (#;, t,..., ,), the
environment may change; however, it has little
effect on the child because the intraorganism trait
is maintained.

Of some question is the prolonged impact of a
stress given the protective factor. It is possible to
consider such a factor in several ways. In the first
place, a protective factor can act to increase the
threshold before a stress can affect the child.
Stress will have an effect, but it will do so only
after a certain level is past. A threshold concept

applies not only for intensity but also for dura-
tion; that is, invulnerability may represent the
ability to sustain one or two stress events but not
prolonged stress, or, alternatively, it may protect
the child against long-term stress. Specific to
secure attachment, it is increasingly clear that it
is not a protective factor in terms of the child’s
reaction to subsequent stress (Lewis et al., 2000;
Sroufe et al., 2010). There are, however, newer
findings on Romanian children in orphanages
which suggests a critical period effect such that
attachment failures after a year or so lead to per-
manent psychopathology including such biologi-
cal differences as in cortisol regulation (see
Rutter, 2013). While these data are impressive
and support a trait-like model, only continued
study of these children will reveal how these fail-
ures interact with environmental differences. To
date across many areas of inquiry, the idea of
critical periods in development, unaltered by sub-
sequent environmental forces, has received only
mixed findings (Lewis, 1997). Even psychoana-
lytic theory, while postulating critical periods on
the one hand, also suggests that environmental
forces such as psychoanalytic treatment can alter
the past’s effect on the future.

Trait models in personality theory are not new
(Allport & Allport, 1921), and the problems iden-
tified in personality research apply here as well.
The major problem related to trait models is the
recognition that individual traits are likely to be
situation specific (Mischel, 1965). As such, they
can only partially characterize the organism. For
example, a child may be securely attached to his/
her mother but insecurely attached to his/her father
or his/her older sibling. It would therefore be hard
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to characterize the child as insecurely attached
simply because he/she was insecurely attached to
one family member but not to the others (Fox,
Kimmerly, & Schafer, 1991). Accurate prediction
from an insecure attachment trait to subsequent
psychopathology would be difficult without know-
ing the child’s complete attachment pattern. Such
data might dilute attachment from a trait located
within the individual to a set of specific relation-
ships. Thus, to characterize the child in a simple
way, such as secure or insecure, may miss the
complex nature of traits, especially those likely to
be related to subsequent psychopathology.

Equally problematic with the trait notion is the
fact that such models leave little room for the
impact of environment on subsequent develop-
mental growth or dysfunction. Environments
play arole in children’s development in the open-
ing year of life and continue to do so throughout
the life span (Lewis, 1997). The idea of a secure
attachment trait as a protection from environmen-
tal stress or of an insecure attachment trait as vul-
nerability factor, while undergoing modification
within attachment theory, is still widely held (see
Steele & Steele, 2014).

The Environmental Model

The prototypic environmental model holds that
exogenous factors mostly influence development.
There are several problems in using this model.
To begin with there is considerable problems in
defining what environments are. They might be
the physical properties of the world around the
child. So, for example, the HOME Scale to char-
acterize the physical characteristics, including
the number of books or toys in the home, has
been used and meets this definition. Environments
may be defined as the parental behaviors or the
emotional tone in which the child lives. These
problems of defining environments have recently
been considered by Mayes and Lewis (2013), in
whose book the wide range of possible
environmental factors likely to influence the child
are presented.

A more serious problem for testing this model
is the failure to consider the impact of environ-

ments throughout the life span. In fact, the stron-
gest form of the environmental or contextual
model argues that adaptation to current environ-
ment, throughout the life course, is a major influ-
ence in our socioemotional life. As environments
change, so too does the individual (Lewis, 1997,
Sroufe, Egeland, Carlson, & Collins, 2005). This
dynamic and changing view of environments and
adaptation is in strong contrast to the earlier mod-
els of environments as forces acting on the indi-
vidual and acting on the individual only in the
early years of life. Let us consider them in detail,
recognizing that the nature or the classification of
types of environments lags far behind our mea-
surement of individual characteristics.

In the simplest environmental model, the
child’s behavior, normal or maladaptive, is pri-
marily a function of the environmental forces act-
ing on it at any point in time. In such a model, a
child shows behavior x but not behavior y because
behavior x is positively rewarded by his/her par-
ents while y is punished. Notice that in this model,
the environmental forces act on the organism,
who is passive to them, and the behavior emitted
is a direct function of this action. Although this
model may apply for some behavior, it is more
likely the case that environmental forces act on
the child directly at one point in time and indi-
rectly at later points in time. Our hypothetical
child may later do behavior x, not because of the
immediate reward value but because the child
remembers that x is a rewarded behavior. Clearly,
much of our behavior is controlled by this indirect
form of environmental pressure acting on our
constructed models of how the world works.
Many other forms of indirect reward and punish-
ment have been observed. For example, consider
the situation in which a child is present when the
mother scolds the older sibling for writing on the
walls of the house. The younger child, although
not directly punished, does learn that writing on
walls is not an action to be performed (Lewis &
Feiring, 1981). Unfortunately, these indirect
forms of reward and punishment have received
little attention, although there is some current
interest in triadic interaction where indirect
effects can be considered (Feiring, Lewis, & Starr,
1984; Repacholi, Meltzoff, & Olsen, 2008).



There are many different types of environ-
mental forces. For example, we see an advertise-
ment for a product “that will make other people
love us.” We purchase such a product in the hopes
that others will indeed love us. We can be
rewarded or punished in many direct and indirect
ways; however, it is important to note that the
more the organism has to construct the nature or
purpose of the environmental forces, the more we
move from the passive child-active environment
to the active child-active environment model. The
social-cognitive theories of personality are exam-
ples of this active-active model (Bandura, 1986;
Mischel, 1965). In all cases, the environment
supplies the information that the child uses. Thus,
in some sense the environment is passive, while
the child is active in constructing meaning. Here
we can see again that it is the children’s construc-
tion of meaning which influences their behavior
and that their construction and the reality as seen
by another may be quite different.

Because other people make up one important
aspect of our environment, the work on the struc-
tures of the social environment is particularly rel-
evant, and attempts have been made to expand the
numbers of potentially important people in the
child’s environment (Lewis, 2013), as well as to
create an analysis of the structure of the social
environment itself (Lewis, 2014). Although con-
siderable effort has been focused on the impor-
tance of the mother on the child, other persons,
including fathers, siblings, grandparents, and
peers, clearly have importance in shaping the
child’s life (Bronfenbrenner & Crouter, 1983).
Given these diverse features of environments and
the important roles attributed to them, it is surpris-
ing that so little systematic work has gone into
their study. For the most part, mothers and, to
some extent, families have received the most atten-
tion, and we therefore use them in our examples;
however, without a more complete theory about
the role of the social nexus, our work on the devel-
opment of psychopathology will be incomplete.

The role of environments in the developmen-
tal process has been underplayed because
most investigators seek to find the structure and
change within the organism itself. Likewise, in
the study of psychopathology, even though we
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recognize that environments can cause distur-
bance and abnormal behavior, we prefer to treat
the person—to increase coping skills or to alter
specific behaviors—rather than change the envi-
ronment (Lewis, 1997). Yet we can imagine the
difficulties that are raised when we attempt to
alter specific maladaptive behaviors in environ-
ments in which such behaviors are adaptive—a
point well taken years ago by Szasz (1961).

Our belief that the thrust of development
resides in the organism rather than in the environ-
ment, in large part, raises many problems. At cul-
tural levels, we assume that violence (and its
cure) must be met in the individual—a trait
model—rather than in the structure of the envi-
ronment. The murder rate using handguns in the
USA is many times higher than in most other
Western societies. We seek responsibility in the
nature of the individual (e.g., XYY males, or the
genetics of antisocial behavior), when the nature
of the environment is also likely to be involved.
In this case, murders in the USA may be more
due to the nonrestriction of automatic guns than
to people characteristics. Thus, we can either
conclude that Americans are by nature more vio-
lent than Europeans or that because other Western
societies do not allow handguns or automatic
weapons, they therefore have lower murder rates
(Cairns & Cairns, 2000).

A general environmental model suggests that
children’s behavior is a function of the environ-
ment in which the behavior occurs, because the
task of the individual is to adapt to its current
environment. As long as the environment appears
consistent, the child’s behavior will be consis-
tent: if the environment changes, so too will the
child’s behavior. If a more active organism model
is used, it is still the case that maladaptive envi-
ronments produce abnormal behavior; however,
the abnormal behavior is produced by the child’s
perception and construction of his/her reality.
From a developmental psychopathology point of
view, maladaptive behavior is caused by mal-
adaptive environment; if we change those envi-
ronments, we alter the behavior.

Figure 1.3 presents this model. The environment
(E) at 1, t,, and t; all impact on the child’s behav-
ior at each point in time. The child’s behavior at
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Fig. 1.3 Model of change as a function of the
environment

C,, Cp, and Cg appears consistent, and it is, as
long as E remains consistent. In other words, the
continuity in C is an epiphenomenon of the con-
tinuity of E across time. Likewise, the lack of
consistency in C reflects the lack of consistency
in the environment. The child’s behavior changes
over t, to t; as the environment produces change.
Even though it appears that C is consistent, it is
so because E is consistent. Consistency and
change in C are supposed by exogenous rather
than by endogenous factors.

Such a model of change as a function of the
environment can be readily tested but rarely is it
done. This failure reflects the bias of the trait
model. Again, consider the case of the attach-
ment model. Although it is recognized that the
environment affects the attachment at #; the
child’s status or trait at #; (C,;) is hypothesized to
determine the child’s other outcomes, Cy,, C;3 and
so forth. Rarely is the environment and the con-
sistency of the environment factored into the
model as a possible cause of subsequent child
behavior. Consider that poor parenting produces
an insecure child at C,; and this parenting remains
poor at t, and #;. Without considering the contin-
ued effects of poor parenting, it is not possible to
make such a conclusion. That most research in
this area fails in this regard constitutes evidence
for the lack of interest in the environmental
model. It should be pointed out that the recent
longitudinal study of Sroufe and colleagues has
begun to alter this model in light of their findings
(Sroufe et al., 2005).

Other forms of maladaptive behavior develop-
ment have a similar problem. Depressed women
are assumed to cause concurrent as well as subse-

quent depression in children (Zahn-Waxler,
Cummings, McKnew, & Radke-Yarrow, 1984).
What is not considered is the fact that depressed
mothers at ¢, are also likely to be depressed at 7, or
t;. What role does the mother’s depression at these
points play in the child’s subsequent condition?
We can only infer the answer given the limited
data available. The question that needs to be asked
is what would happen to the child if the mother
was depressed at #; but was not depressed at t, or
t;? This type of question suggests that one way to
observe the effect of the environment on the
child’s subsequent behavior is to observe those
situations in which the environment changes.

The environmental change can occur in two
ways: a positive environment can become nega-
tive or a negative environment can become posi-
tive. In each case, the change in the child’s
behavior should inform us as to the role of the
environment in affecting behavior. In the former
case, we would expect an increase in the child’s
maladaptive behavior, whereas in the latter, we
would expect to see a decrease. There are several
studies that can be of help in answering this ques-
tion. Thompson, Lamb, and Estes (1982), for
example, examined children’s attachment
between 1 year and 18 months. They found that
the change in the child was related to the moth-
er’s going back to work. When the child’s envi-
ronment changed by going from less to more
stress, there was an increase in the negative
behavior of the child. When there was no change
in the stress environment, there was little change
in the child’s behavior. The Romanian study, in
particular the Bucharest Early Intervention
Program, shows what may happen when the envi-
ronment changes from high to low stress.
Children who were placed in foster care rather
than being in the orphanage showed that the posi-
tive environment resulted in increased cortical
white matter as well as cognitive capacity relative
to the children who remained in the orphanage
(see Nelson et al., 2007; Sheridan, Fox, Zeanah,
McLaughlin, & Nelson, 2012; Sheridan, Sarsour,
Jutte, D’Esposito, & Boyce, 2012).

Abused children are found not to be securely
attached and also have poor peer relationships
(Schneider-Rosen & Cicchetti, 1984). The trait
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model holds that the insecure attachment pro-
duces subsequent poor peer relationships.
Alternatively, an environmental model would
state that abusive parents also are likely not to
encourage or promote good peer relationships;
thus, both insecure attachment and poor peer
relationships are due to poor parenting at both
points in time. Moreover, if peer relationships
could be encouraged by placing these children in
supervised day care, then peer relationships
should improve even though the attachment char-
acteristic did not change. Such findings would
support an environmental model and at the same
time suggest that social behavior, especially to
peers, is not a function of the mother—infant
attachment (see also Harlow & Harlow, 1965, for
a similar view about the independence of the peer
and parent relationships). In an earlier study we
reported that although initial peer behavior in
abused children was different than that in a non-
abused group, after 1 month in a day care setting
the behavior of the two groups could not be dis-
tinguished even though the child—mother rela-
tionship remained poor (Lewis & Schaeffer,
1981). Findings such as these suggest that not
only past but also concurrent environmental
influences need to be given more attention.

Although the environmental model can be
made more complex, this general model sug-
gests, in all cases, that the child’s concurrent
mental health status is determined by the current
environment as well as past ones (Lewis, 1997).
Should the environment change, then the child’s
status is likely to change. The degree to which the
environment remains consistent, and in our case
psychopathogenic, is the degree to which psy-
chopathology will be consistently found within
the subject. Therefore, the environmental model
can be characterized by the view that the con-
straints, changes, and consistencies in children’s
psychopathology rest not so much with intrinsic
structures located in the child as in the nature
and structure of the environment of the child.
The caveat is that the construction of children’s
belief about the nature of the current environment
and memories of the past should also be taken
into account.
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Prior Experience

The environmental model also raises again the
issue of the nature and degree of prior experi-
ence, that is, the notion of a critical period.
Certain environmental influences may have a
greater effect at some points in time but not oth-
ers. For example, a responsive environment in the
first year and a less-responsive environment in
the second year should lead to better conse-
quences than a nonresponsive environment in the
first year and a responsive environment in the
second year. Although critical periods suggest
some organismic characteristics, the effects of
the environment as a function of past experience
remain relevant here. In its simplest form, when a
series of positive events is followed by a negative
event, it is important to know whether the impact
of the negative event depends on the number or
the timing of the preceding positive ones. In simi-
lar fashion, the same question applies for a series
of negative events.

For example, Child A has four positive envi-
ronmental events prior to the negative one,
whereas Child B has only two. Is the negative
event more negative for Child B than for Child
A? The simplest environmental model would
suggest no difference because such models argue
for a passive child and, given such, past experi-
ences have little effect. On the other hand, mem-
ory systems are likely to be ones in which past
experiences are registered and processed. Given
this fact, the four positive past experiences for
Child A might dilute the effects of the negative
event. A more complex model provides for a
more active child, and here the child’s memory
and construction of all the past positive events
allow for a reconstruction of the negative one.
The effect of the past events might serve to buffer
the effect of the next event.

Besides the effects of past experiences on the
behavior of the child, particular time periods may
be critical for some environmental events some-
thing which the Romanian orphanages data sug-
gests. For example, a limited number of negative
events in early life may have a greater impact
than the same number of events later in life.
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Attachment theory suggests that the failure of the
child to securely attach in the first year may pre-
dispose him/her to serious maladaptive behavior,
even though the environment thereafter is altered
in the positive direction. The data for this posi-
tion are mixed and suggest that, at least for socio-
emotional  development,  ongoing  poor
environments may be more critical than just the
early ones. Nevertheless, the models of the effect
of past experience, critical periods, and current
environments are in need of continued testing
over a long period of years if we are to under-
stand the importance of an environmental model
of developmental psychopathology. We need
long-term observation since we do not have any
developmental theory which informs us of when
in development the effects of early negative expe-
riences can be altered by new positive ones.

Whatever model we choose, it is clear that the
study and treatment of maladaptive behavior
require that the environment across the life span
be considered. Although some maladaptive
behavior of the child may be altered within the
therapeutic situation, the child usually returns to
the same environment in which these maladap-
tive behaviors were formed. If such behavior is to
be modified, we have to modify the environment.
A strong environmental model suggests that, in
many cases, this may be sufficient.

The Child by Environment Models
Interactional Model

While both the trait and the environmental mod-
els continue to receive support from research, it is
the interactional models—which incorporate
characteristics of the child, be they attachment
status, genetic factors, or temperament as they
interact with the environment—which have for
the most part captured our attention in the study
of development in general and developmental
psychopathology in particular. The number and
diversity of these models and the ways of mea-
suring these are considerable (see, for example,
Sterba, 2014).

These models have some general features and
while Sameroff (2014) has called them transac-
tional we have called them interactional (Lewis,
1972). Both transactional and interactional mod-
els have in common the belief that we need to con-
sider both child and environment in determining
the course of development. Such models usually
require an active child and an active environment;
however, they need not be so. What they do require
is the notion that behavior is shaped by its adaptive
ability and that this ability is related to environ-
ments. Maladaptive behavior may be misnamed
because the behavior may be adaptive to a mal-
adaptive environment. The stability and change in
the child need to be viewed as a function of both
factors, and as such, the task of any interactive
model is to draw us to the study of both features.
In our attachment example, the infant who is
securely attached, as a function of the responsive
environment in the first year, will show compe-
tence at a later age as a function of the earlier
events as well as the nature of the environment at
later ages (see Lewis, 1997; Sroufe et al., 2005).

One of the central issues of the developmental
theories that are interactive in nature is the ques-
tion of transformation. Two models of concurrent
behavior as a function of traits and environment
can be drawn. In the first, both trait and environ-
ment interact and produce a new set of behaviors.
However, neither the traits nor the environment
are altered by the interaction.

From a developmental perspective, this is an
additive model because new behaviors are
derived from old behaviors and their interaction
with the environment, but these new behaviors
are added to the repertoire of the set of old behav-
iors (Lewis, 1997). For example, an insecurely
attached child (—ATT) can interact with a positive
environment (+E) so that a positive outcome
(+0O) occurs:

(-ATT)x(+E) - +O

In this case, the trait of (—ATT) remains unaf-
fected by the interaction and (+O) is added to the
set of behaviors including (—ATT). Likewise,
(+E) is not altered by the interaction. This model
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is very useful for explaining such diverse phe-
nomena as regression, vulnerability, and good-
ness of fit.

Transformational Model

A transformational model can be contrasted to the
interactional model, but having already discussed
one we can be more brief here. This type of model
requires that all features that make up an interac-
tion are themselves comprised of all features and
are transformed by their interaction. These are
called transactional models (see Sameroft, 2014).
For example, if we believe in Fig. 1.3 that the
child’s characteristics at C,; interact with the envi-
ronment E;, to produce a transformed C,, and E,,,
then it is likely that C; and E, also were trans-
formed from some earlier time f,_,, and that,
therefore, each feature is never independent of the
other. The general expression of this then is

(Ctl X Etl ) - C,z P E,2 ,where

G = f(Ctn—l XEtn—l) and

Etl = /(Etn—l XCm-l)'

Such models reject the idea that child or envi-
ronmental characteristics are ever independent or
exist as pure forms; there is here an ultimate
regression effect. Moreover, these features inter-
act and transform themselves at each point in
development. The linear functions that character-
ize the other models are inadequate for the trans-
formational view. The parent’s behavior affects
the child’s behavior; however, the parent’s behav-
ior was affected by the child’s earlier behavior.

An example of this is a study where we found
that intrusive mothers of 3-month-olds are likely to
have insecurely attached children at 1 year.
However, their overstimulation appears to be
related to their children’s earlier behavior. Children
who do not appear socially oriented at 3 months,
preferring to play with and look at toys rather than
people, become insecurely attached. These chil-
dren have mothers who are over stimulating. Thus,
earlier child characteristics—non-sociability—Iead
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to maternal overstimulation which in turn leads to
insecure attachments (Lewis & Feiring, 1989).
However, this analysis still gives us two relatively
separate measures of C and E and thus is interac-
tional rather than transformational.

On the other hand, an insecure attachment at 1
year can be transformed given the proper environ-
ment, and an insecure attachment can transform a
positive environment into a negative one.
Consider the irritable child who interacts with a
positive environment and produces a negative
environment that subsequently produces a nega-
tive, irritable child. The causal chain does not
simply pass in a continuous fashion either through
the environment or through the irritable child as a
trait or environmental model would have it. In
fact, it is a circular pattern of child causes affect-
ing the environment and the environmental causes
affecting the child. Such models have intrinsic
appeal but are by their nature difficult to test.
However, as Sterba (2014) shows, the new statis-
tical procedures may be able to address this type
of problem. Nevertheless, the problems of colin-
earity and high correlations found in environmen-
tal and child measures continue to make the
testing of such models difficult. Most of the mod-
els employ regression-like analyses which in gen-
eral require linear functions. The use of linear
function themselves may be open to question
given that linearity may be a limit function in
human behavior. Even so, it is difficult not to treat
a child or an environmental characteristic as a
“pure” quantity, though we might know better. As
such, we tend to test the interactive models that
require less transformation.

Goodness-of-Fit Model

According to the goodness-of-fit model, pathol-
ogy arises when the child’s characteristics do not
match the environmental demand, or, stated
another way, the environmental demand does not
match the child’s characteristic (Lerner, 1984;
Thomas & Chess, 1977). Notice that maladjust-
ment is the consequence of the mismatch. It is not
located in either the nature of the child’s character-
istic or in the environmental demand. Some might
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argue that certain environmental demands, by
their nature, will cause pathology in the same way
that certain child characteristics, by their nature,
will cause them. Although this may be the case in
extremes, the goodness-of-fit model suggests that
psychopathology is the consequence of the mis-
match between trait and environment, and, as
such, it is an interactive model.

Consider the case of the temperamentally
active child. If such a child is raised in a house-
hold where activity and noise are valued and
where there is a match between the active child
and the environment, no maladaptive behavior
results. However, if this same child is raised in a
household where quiet behavior and inhibition
are valued, we would expect to see more adjust-
ment problems. Similarly, for the quiet, lethargic
child, again, dependent on the match between the
behavior and the environment, different degrees
of maladjustment would occur.

In terms of transformation, such a model is
relatively silent. Even so, it would seem reason-
able to imagine that new behaviors arise due
either to the match or mismatch, but these new
behaviors do not require the old behaviors to be
transformed. The active child may learn to move
more slowly, but the trait of activity is not lost or
transformed. The environment, too, may change,
because less is required of the child, but the val-
ues or goals underlying the requirement remain
and are not changed.

An example of this goodness-of-fit model can
be seen in one of our studies of sex-role behavior.
We obtained early sex-role behavior in children
as well as maternal attributes about sex role and
asked how these two factors might affect subse-
quent adjustment. A goodness-of-fit model
appeared to best explain the data. The sex-role
behavior of 2-year-olds in terms of how much the
children played with male and female sex-role
toys were observed. There were large individual
differences: some boys played more with boy
toys than girl toys, and some boys played more
with girl toys than boy toys. The same was true
for the girls. Mothers were given the Bem Scales,
and we were able to determine their sex-role ori-
entation. Some mothers showed traditional sex-
role Dbeliefs, whereas others were more
androgynous in their beliefs. We found that

school adjustment, as rated by the teacher, was
dependent on neither the mother’s belief nor the
child’s sex-role play. Rather, adjustment was
dependent upon the goodness of fit between the
child’s play and the mother’s belief. For example,
boys showed subsequently better adjustment if
their mothers were androgynous in belief, and
they played equally with boy and girl toys, as
well as if mothers were traditional and the boys
played more with boy than girl toys. Adjustment
at 6 years was worse if there was no fit, for exam-
ple, if the mothers were traditional and the boys
were androgynous, or if the mothers were androg-
ynous and the boys were more male-toy oriented.
The same was true for girls. The goodness of fit
between the individual and its environment rather
than the nature of the child’s behavior itself may
be more important for the development of mal-
adaptive behavior (Lewis, 1987). One therapeutic
solution, then, is to alter the maladaptive behav-
ior of the individual: the other is to alter the nature
of the fit. Matching children by their characteris-
tics to teachers’ traits reduces educational mis-
match and may increase academic achievement.

The non-transformational feature of the
goodness-of-fit model is particularly relevant for
the development of psychopathology in two areas:
the phenomenon of regression and the vulnerable
child. Regression is a problem for any transac-
tional model in which old behaviors are trans-
formed and become new behaviors (Piaget, 1952).
If old behaviors are transformed, they should dis-
appear from the child’s repertoire and should be
unavailable for use once the new behaviors
appear. This should be the case for the growth of
intellectual or social behaviors. Nevertheless, it is
clear that regression is a common occurrence in
all domains and, as such, challenges the transfor-
mational model. It is not possible to use old
behaviors if they were transformed. The appear-
ance of regression requires that old behaviors do
not disappear but are retained when new behav-
iors develop. New behaviors may have a greater
likelihood of being elicited; however, old behav-
iors will occur, especially under stress.

The vulnerable or resilient child is another
example of the usefulness of a non-transforma-
tional or interactive model. A vulnerable child
possesses some characteristics that place him/her
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at risk. If the environment is positive, the at-risk
features are not expressed and the child appears to
be adjusted. Over repeated exposures to the posi-
tive environment, the child appears adjusted; how-
ever if given an instant or two of a negative
environment, the child will appear maladjusted,
showing abnormal behavior. For example, Sroufe
(1983) once wrote that “even when children
change rather markedly, the shadows of the earlier
adaptation remain, and in times of stress, the pro-
totype itself may be clear” (p. 74). It is obvious
from this example that the positive environmental
experiences were unable to transform the at-risk
features that remained independent of their inter-
action with the environment. Likewise, if the child
is resilient, then nonnegative experiences are likely
to change this. This may be likely, however in the
extreme may not be so (Rutter, 2012). If the at-risk
features remain independent of the environment
and are displaced as positive or negative adjust-
ment only as the environment changes, then a
goodness-of-fit model, rather than a transforma-
tional model, best explains the data. It is possible
that at-risk features are influenced by the environ-
ment such that repeated positive exposures make
the response to a negative event less severe—a
type of threshold view. Under such conditions, we
approach a transformational model.

Epigenetic Model

Of particular interest and one receiving consid-
erable recent attention are the epigenetic mod-
els. While they are interactional they are not
necessarily transactional; since the child char-
acteristics may change, the environment usually
remains consistent as does the child’s DNA.
The epigenetic model explores the effect of
experience on gene expression and then gene
expression and both brain and behavior. For the
most part, the work has focused on how envi-
ronmental stress impacts on the HPA axis which
in turn modifies gene transcription. These
models and data that support them can be seen
in the recent work by Meany and associates
(see Bush & Boyce, 2014, for more details).

M. Lewis

Although not often discussed, there seems to
be some indication that when the environ-
mental perturbation stops, the gene expression
may change back to a more normal state
(Masterpasqua, 2009). The finding that placing
pups of low-licking/-grooming mothers in a
high-licking/-grooming situation suggests that
environment change can change the gene
expression in both a negative and positive way.
These findings are also relevant for a discussion
of critical periods since they indicate that path-
ological behaviors (even at the gene level) can
right themselves when environments change.

Defining Maladaptive

In this section I will raise a number of issues hav-
ing to do with defining maladaptive behavior and
include the issues of (1) discrete versus continu-
ous behavior, (2) who defines maladaptive behav-
ior, (3) changes in maladaptive behavior with
development, (4) predictions and the notion of
sudden change, and finally (5) the construction of
reality and maladaptive behavior.

Discrete Versus Continuous Behavior

We have little trouble in defining psychopathol-
ogy when we observe psychoses, since behaviors
such as hallucinations or deeply disturbed think-
ing patterns indicate a clear pattern.

On the other hand, there are behaviors we
label as maladaptive. In deciding whether we
wish to call the behaviors psychotic or disturbed,
our classification system becomes more of a
problem (see Achenbach, 2000). The issue here
is whether all classes of psychopathology should
be thought of as a yes-no, has or has not the dis-
order, or considered as a continuum. Psychotic
disorders are usually thought of as yes-no: one
cannot be a little psychotic. How about depres-
sion? It can be considered a yes-no disturbance,
especially if we use a DSM-like classification
system. On the other hand, it can be considered
as a continuum, with the pathology classification
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representing one end of the continuum. Such
problems continue to cause difficulties in the
study of developmental psychopathology because
of these sampling and classification issues. The
classification issues have to do with many prob-
lems, including what should be considered an
outcome measure.

Sampling issues arise when we use a yes-no
classification system given the relatively low
base rate of most clinical disorders. In order to
study the development of these disorders, very
large samples need to be collected. Select sub-
jects, who are at high risk for a disorder, can be
used, but the likelihood of obtaining a high rate
of disorder, though increased, does not give us a
very large number of subjects. Moreover, the
selection of unique samples of high-risk children
has its own problem. For example, the selection
of a large schizophrenia sample for a study of its
development requires the examination of schizo-
phrenic mothers (Garmezy & Rutter, 1983;
Sameroff & Seifer, 1981). We know that the
number of children showing early disorders, but
not schizophrenia, is relatively lower than would
be expected (Garmezy et al, 1984).
Parenthetically, this finding is related to our inter-
est in resilience and the issue of invulnerability
(Garmezy, 1981, 1989).

Perhaps of greatest concern is the use of rat-
ings such as the CBCL (Achenbach, 1991).
While the validity of the scales were established
by a cutoff value which differentiated a clinical
from a nonclinical sample, there have been no
validations of pathology in values below the cut-
off levels. Nevertheless, a large number of studies
do not use the cutoff values but instead use the
scales as a continuum. The reasons for this are, as
we have pointed out, the low level of pathology in
a sample as defined by the cutoff values. Even in
large samples there are few subjects who qualify
as having a maladaptive behavior. To solve this
sampling problem, the maladaptive scales are
used in a continuous fashion. In one highly
reported study of the effects of day care, it was
reported that while those in all day infant care
had subsequently higher scores on the aggression
subscale of the CBCL than those either not in
infant day care or those with fewer hours of day

care, none of the day-care groups had levels
above the cutoff for this scale. The low level of
psychopathology in the population leads to these
types of difficulty, and one wonders how many
findings reported which use the continuous mea-
sure to study the development of psychopathol-
ogy can be replicated.

Who Defines Maladaptive
or Psychopathology?

Still another problem related to the outcome
measures is the issue of not only what the classi-
fication of children should be but also who classi-
fies them. Typically, children themselves do not
determine that they are disordered. Rather, a par-
ent or teacher usually identifies signs of disorders
and refers a child to a clinician. An examination
of childhood disorder must include parents’ and
teachers’ perceptions of the child as well as the
child’s own perceptions. However, studies of
child disorder, for example, depression, show
that different people’s assessments of the same
child do not agree (Jensen, Salzberg, Richters, &
Watanabe, 1993; Stavrakaki, Vargo, Roberts, &
Boodoosingh, 1987). Patterns of agreement are
no more consistent when outside raters such as
clinicians, teachers, or peers are employed.
Kazdin, French, Unis, and Esveldt-Dawson
(1983), for example, found that parents and clini-
cians were in stronger agreement than children
and clinicians, but Moretti, Fine, Haley, and
Marriage (1985), Poznanski, Mokros, Grossman,
and Freeman (1985), and Stavrakaki et al. (1987)
reported the opposite. Research examining agree-
ment between teachers and children also shows
low levels of agreement (Achenbach, 1991;
Jacobsen, Lahey, & Strauss, 1983; McConaughy,
Stanger, & Achenbach, 1992; Saylor, Finch,
Baskin, Furey, & Kelly, 1984). Peer ratings
sometimes correlate with children’s self-reported
depression (Jacobsen et al., 1983; Lefkowitz &
Testiny, 1980; Saylor et al., 1984) but only in nor-
mal samples. This raises the general issue of
whether the assessment of the child’s characteris-
tics is consistent across raters or different mea-
sures. If this is not so, then factors that impact on
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individual differences may vary depending on
who measures the outcome.

Raters may disagree about the same child for
a number of reasons. First, different instruments
are usually used to obtain ratings from different
people, and the instruments might not be compat-
ible (Achenbach, 1991; McConaughy et al,
1992; Stanger, McConaughy, & Achenbach,
1992). Second, low rates of agreement about
child disorder also may be due to the fact that
some raters might not know the child well enough
to draw clinical conclusions. This is particularly
important for syndromes such as depression,
which may reflect a child’s “inner state.” A third
reason for low rates of agreement may be due to
the rater’s own problems. For example, mothers
who are more depressed perceive their children
as more depressed (Richters, 1992).

Finally, it is likely that people’s perceptions are
based on the child’s behavior in different situa-
tions. Teachers and parents experience the child in
different circumstances that require different cop-
ing skills. That children are seen in different situ-
ations that elicit different behaviors is likely to be
an important factor. Situationally determined
behavior has been well documented. There is evi-
dence that different observers base their judg-
ments on different characteristics of the child
(Routh, 1990). For example, as long ago as 1985,
Kazdin, Moser, Colbus, and Bell showed that par-
ents and children emphasize different facets of the
child’s functioning. Children focused on internal
feelings and expectancies for the future, while
parents focused on the child’s overt social behav-
ior and outward manifestations of affect. Mischel
(1990) has suggested that while behavior differs
across situations, it may be consistent within situ-
ations. While parents, teachers, and children may
disagree about the child, they may provide accu-
rate assessments within particular contexts.

These problems support two ideas that need
attention in any study of psychopathology. The
first idea is that of an individual having character-
istics that are enduring across situations and time.
In general, while there may be some consistency
across raters or scales and situations, the variance
accounted for remains rather low considering the
power of the idea of personality transcending
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situation, context, and other people. The second
idea is that from a developmental point of view,
the idea of predicting individual differences in
psychopathology over time may be difficult if
there is low agreement in terms of the classifica-
tion of children and adults in terms of their
psychopathology.

Prediction and the Notion
of Sudden Change

Predictability in the study of developmental psy-
chopathology constitutes an important aspect of
our definition (Sroufe & Rutter, 1984). Such a
focus on prediction as a central feature is under-
standable because the origins of maladaptive
behavior require an understanding of continuity
and change. Even so, it is surprising that such a
focus is required. Freud (1920/1955) doubted the
ability of prediction. In truth, he appeared to be
cognizant of the fact that retrospective prediction
was much easier than prospective predication (see
also Freeman, 1984). His belief about the com-
plexity involved in the development of maladap-
tive as well as normal behavior made him skeptical
about the ability to predict outcome. Even more
important for our discussion is the recognitions
that elaborate debate exists within the domain of
normal development to question the issue of conti-
nuity and therefore of prediction. It would be a
mistake to assume that prediction is always possi-
ble or even a desired goal. The relationship between
continuity and prediction allows us to view this
problem from a developmental perspective. Much
has been written on this topic over the last 50 years
(Lewis, 1997; Reese & Overton, 1970).

The idea of continuity also involves the idea of
gradualism. As espoused by Darwin (1871),
gradualism assumes that a series of small changes
can account for the development of complex out-
comes. Gradualism in evolution has been ques-
tioned by Eldredge and Gould (1972), who
propose a theory of gradual change punctuated
by sudden change. When applied to individual
development, notions of continuity and gradual-
ism take several forms, the most common form
assuming that a person’s development is an intra-
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individual process. Such theories assume that
what the person is like now will determine what
the person will be like in the future, the “trait”
notion of development which predominates,
especially in theories of social development.

Of course, general interactive models assume
that an individual’s development is the result of
the continuing interactive process in which peo-
ple adapt to their changing environments, which
in turn affect the environments themselves. Such
models by their nature make prediction difficult,
since if the environment changes by some pro-
cesses, they are in many cases random. Consider
the effect of wars and military service on men’s
lives. Wars are exogenous (and presumably ran-
dom) and yet profoundly affect lives, altering
them in ways not readily predicted even if we
were to have an accurate historical record of lives
before the war (Elder, 1986). We could consider
less dramatic events, such as death, illness,
floods, and fires, all of which are random to lives
and may profoundly alter them.

Any model that depicts development of psy-
chopathology as a trajectory undisturbed by sur-
rounding events, although created from the events
earlier in time, needs reconsideration. As we have
suggested, individuals develop in the presence of
random events and their development may be
more characterized by zigs and zags than by
some predetermined connected and linear pat-
tern. It is only when we understand how organ-
isms are influenced by their environments now
and how people’s ideas for their future can affect
their desires and behaviors that we can under-
stand the nature of pathology.

The Construction of Reality

Any discussion of the interaction of the child’s
characteristics with the environment raises an
important issue in the study of developmental
psychopathology which has to do with the ques-
tion raised about the difference between attach-
ment and psychoanalytic theories which we
characterized at the beginning of this chapter,
that is, the question of the importance of the envi-
ronment itself or the child’s construction of it.

This is an interesting question since in attach-
ment theory both of these views are measured.
Consider that in infancy we measure the child’s
behavior toward the mother once she returns. In
the AAI we measure the grown child’s construc-
tion of the attachment model. While we assume
these are the same, the first causing the second,
this has not proven always to be the case (Lewis
et al., 2000).

J.J. Gibson, in a wonderful article on the
nature of the stimulus, raised this issue over 50
years ago (Gibson, 1960). Clearly, what we mea-
sure in the environment may not be what the
child perceives or even constructs about the envi-
ronment. In some sense, then, our measurement
of the environment reflects a perspective which
may not be reflected by the child we study. So,
for example, we measure the level of depression
that the child’s mother reports about herself;
however we do not measure the children’s per-
ception or even their construction of their moth-
er’s depression. Children may differ in their
perceptions or constructions of reality for many
reasons, including the mixed messages of the
environment, such as the mother’s saying “I am
tired,” rather than that she is depressed. We know,
for example, that Chinese and American cultures
differ in the degree of somatization versus psy-
chological explanations used and this is likely to
exist on an individual family basis. Child charac-
teristics may also affect the child’s perception
and construction of its environment. The same
parental punishment for a temperamentally fear-
ful child may be expressed as quite different from
a child who is not temperamentally fearful.

A particular case of some interest is related to
how the child comes to experience one parent
from the comments of the other. For example, a
father who is absent, that is, has few interactions
with his child, can be perceived in two different
ways depending on how the child’s mother
explains his absence; in one case, “He is working
hard to earn extra money for your education” ver-
sus “He is doing what he wants to do.” In both
cases the measurement of the time spent in inter-
action with his daughter is the same; however,
the child’s construction of her model of the
father—child relationship is likely to be different.
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While our measures of the environment become
more complex, without considering the child’s
perspective of the nature of their environment,
we assume that the nature of the structure (or
environment) is what we measure rather than
what the child perceives or constructs. However,
before we even start our study of the child’s per-
ceptions and constructs, we need to recognize
that children, certainly by the end of the second
year of life, have an active self-referential sys-
tem, a self system, which is active in creating
plans and has intentionality and that their percep-
tions and constructs of their social and emotional
worlds involve the interaction of this active self
with their environment and that psychopathology
may center in this constructed self-system.
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Arnold J. Sameroff

The field of developmental psychopathology was
initially focused on efforts to understand the etiol-
ogy of adult mental disorders by studying chil-
dren and their disorders. However, this effort
produced unanticipated changes in our under-
standing of pathology, individual development,
and the role of social context. Among these modi-
fications were the blurring of the division between
mental illness and mental health, the need to
attend to patterns of adaptation rather than per-
sonality traits, and the powerful influences of the
social world on individual development. Current
developmental views place deviancy in the
dynamic relation between individuals and their
contexts. From another perspective, the history of
developmental psychopathology is an example of
universal dialectical processes where action in
the world, that is, research on mental illness,
produces results that contradict the models that
inspired that action, that is, linear models of indi-
vidual psychopathology. Dialectical developmen-
tal processes are evident as we trace how patterns
of adaptation by researchers, expressed in theo-
retical models and empirical paradigms, increas-
ingly have come to match the complexities of
human mental health and illness.

The attention of philosophers and then scien-
tists to human development has always begun
with a concern that children should grow up to be

A.J. Sameroff, Ph.D. (I<)
University of Michigan, Ann Arbor, MI 48109, USA
e-mail: sameroff @umich.edu; sameroff @ gmail.com

good citizens who would contribute to society
through diligent labor, moral family life, and civil
obedience, and, more recently, to be happy while
making these contributions. The motivation for
these concerns was that there were many adults
who were not. Although attention was paid to the
socialization and education of children, it was
ultimately in the service of improving adult per-
formance. The societal concern has always had a
lifespan perspective. Without healthy, productive
adults no culture could continue to be successful.
With these civic motivations and supports,
there have been major advances in our understand-
ing of the intellectual, emotional, and social
behavior of children, adolescents, and adults.
Moreover these understandings have increasingly
involved multilevel processes cutting across
disciplinary boundaries in the social and natural
sciences. This progress has forced conceptual
reorientations as earlier unidirectional views that
biological or social circumstance controlled indi-
vidual behavior have become multidirectional per-
spectives where individual behavior reciprocally
changes both biological and social circumstance.
Understanding continuity was the basis of tra-
ditional developmental science. Understanding
discontinuity is the basis of contemporary devel-
opmental science. Why is it that a biological gene
or human trait does not always lead to the same
outcome? More complexly, why is it that some
children who are doing well end up as adults with
many problems, and more hopefully, why is it
that some children with many problems end up
doing very well as adults? The answer lies in the
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series of development steps where context ampli-
fies or reduces the effects of prior steps.
Multidisciplinary efforts in the biological and
social sciences continue to demonstrate that suc-
cessful developmental predictions from prior
genetic or psychological measures are highly
contingent on the child’s environment. For those
concerned with improving developmental out-
comes, explaining discontinuities has a high pri-
ority because they offer opportunities to change
the course of development through therapeutic
interventions. Understanding such discontinui-
ties requires integrating analyses of individual
behavior with constructs from the full range of
life and social sciences.

The theoretical history of developmental psy-
chopathology has been characterized by swings
between beliefs that determinants of an individu-
al’s behavior could be found either in their irre-
ducible fundamental units or in their irreducible
fundamental experiences. The growth process
between babyhood and adulthood could be
explained by appeals either to intrinsic properties
of the child or to extrinsic properties of experi-
ence—the nature-nurture dilemma. Current
research continues to document how determinis-
tic conceptualizations of either emphasize the
limitations of both approaches. In a collaborative
study of the genetic determinants of height, one
of the most heritable human traits, with a com-
bined sample of 63,000 individuals and assessing
500,000 genetic variations, three genes were
found to be related to the outcome (Visscher,
2008). Combined they explained only 3 % of the
variance. If 97 % of the variance is left unex-
plained in this classic quantitative trait, what can
we expect for much more complex psychological
characteristics? On the environmental side one of
the most universal transmitted traits is culture.
However, when culture is examined as a predic-
tor, more variation for psychological traits is
found within cultures than between them.
Similarly more psychological variation is found
within neighborhoods than between, within
schools than between and within families than
between (Furstenburg, Cook, Eccles, Elder, &
Sameroff, 1999).
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Practically, the nature-nurture question comes
into play when a child has a problem, and the
question arises, “Who is responsible?” Most par-
ents’ first response is to blame the child, and most
professionals’ first response is to blame the par-
ents. However, most scientists know that it is
both. It is both child and parent, but it is also neu-
rons and neighborhoods, synapses and schools,
proteins and peers, and genes and governments.
But that conclusion does not explain how it is
both. Explicating the probabilistic transactions
between individual and context will be the topic
of this chapter. In what follows I will present a
contemporary summary of what developmental
models should contain and offer a suggestion for
an integrated view of psychopathology that cap-
tures much of the variance that needs explaining.

Roots of Developmental
Psychopathology

There is a set of unresolvable dialectical contra-
dictions inherent in any discipline, and it is within
these contradictions that the sources of progress
can be found. Some of these contradictions are
inherent in the study of psychology, some in the
study of development, and some unique to the
study of developmental psychopathology. One of
the basic contradictions in each of these domains
is between the labels used to divide and catego-
rize the phenomena of concern and the dynamic
reality which comprises the phenomena them-
selves. Unique to the study of pathology is the
contradiction between the abstracted diagnostic
schemes used for categorizing individuals and
the complex dynamic processes of the individu-
als themselves.

Another contradiction is the contrast between
the study of serious mental disorders and mental
health. Whereas clinicians have needed to center
their attention on children who are in the greatest
therapeutic need, most developmentalists who
have entered the field have viewed the study of
pathology in the few as a means for understand-
ing the roots of mental health in the many. The
study of mental disorder may be inseparable from
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the study of mental health, and it may be that the
study of each is required for the understanding of
the other (Sroufe, 1990).

The field is labeled with a concern for
pathology, that is, disease. Here we find another
important dialectical contradiction in the name
developmental psychopathology. By using a
developmental approach in the study of pathol-
ogy, we may find that the disease disappears when
understood as one of many adaptational processes
between an individual and life experiences. The
final contradiction lies in the nature-nurture
dichotomy where we find that by studying the
environment we obtain a better understanding of
the individual and by studying the individual we
obtain a better understanding of the environment.
The better we understand the sources of these con-
tradictions, the better will we be at understanding
and changing the mental health of children.
The theoretical issues in developmental psycho-
pathology can be captured in three major areas,
the conceptualizations of pathology, individual
development, and the role of the environment.

How Do We Define Pathology?

Is it a qualitative or quantitative judgment? Can
individuals be placed on universal dimensions, or
are there qualitative distinctions to be made that
place people in one category or another? This is
one aspect of the continuity vs. discontinuity issue,
here between one kind of individual and another.
The discipline of developmental psychopa-
thology has been promoted as the foundation for
major advances in our ability to understand, treat,
and prevent mental disorders (Cicchetti, 1989).
One assumption underlying this expectation is
that the perspectives of developmentalists and
psychopathologists offer different conceptualiza-
tions of the same phenomena and that their unifi-
cation would produce a clarification of the
appearance and etiology of psychological distur-
bances. In this vein Rutter and Garmezy (1983)
characterized this difference as the developmen-
talist’s concern with continuity in functioning
such that severe symptoms are placed on the same

dimension as more normal behaviors in contrast
to the pathologist’s concern with discontinuity
where the abnormal is differentiated from the nor-
mal. The division of the field into those who
approach the problem from a developmental per-
spective and those that approach from a clinical
perspective has served to mask the fact that there
are many different kinds of developmentalists and
many different kinds of psychopathologists.
These differences arise in contrasting interpreta-
tions of behavioral development and ultimately in
contrasting views of the sources of behavioral
deviation as either deterministic or probabilistic.

There are two basic questions that need to be
addressed for understanding childhood psycho-
pathology. One is what does it mean to be disor-
dered, and the other is are disordered children
different in kind or in degree. These issues have
been best described by Zigler and Hodapp (1986)
in their interpretation of mental retardation. In
their view there are two kinds of children with
low intelligence scores. One group is dimen-
sional and identified by the diagnostic test. They
are part of the normal distribution of any attribute
and represent, in the case of mental retardation,
the less than 3 % of individuals who are two stan-
dard deviations below the mean. Labeling them
as retarded is an artifact of the normal distribu-
tion and not of the individuals themselves. It also
produced the artifact of the 6-hour retarded child,
who only manifests the difficulty when assessed
through the lens of scholastic standards, yet
shows adequate social competence in the worlds
of work and social relationships. This categorical
view of retardation is further undermined by the
major reduction in the percentage of mentally
retarded individuals after 18 years of age when
they leave the academic environment and are no
longer subject to normed tests of development
(Berkson, 1978).

There is a second group of individuals who
score in the retarded range who are indeed differ-
ent in kind from the first. They are organically
impaired, and the correlates of their low scores
on the 1Q test will be different than those who are
only at the low end of the normal distribution.
Because their biology is different, the processes
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by which they develop may be different, and the
therapeutic treatments required to improve their
status may be different from the first group of
children who are at the low end of the normal
distribution. Behavioral genetic research has pro-
vided some confirmation for this dichotomy in
that siblings of severely retarded children with
1Qs less than 50 tend to have normal average 1Qs
of around 100, whereas siblings of mildly
retarded children with IQs in the 60s had a lower
average IQ of 85 and 20 % were themselves
retarded (Nichols, 1984).

When we move from mental retardation to
mental illness, we are struck with the same ques-
tion. Do the children with whom we are con-
cerned represent the lowest part of a normal
distribution, or are they different in kind from the
rest of the population? The answer to this ques-
tion will have powerful implications for our
understanding and treatment of their mental
health problems. Community surveys of mental
health routinely diagnose many more individuals
as having psychopathology than make their way
to clinical facilities. Are these results because of
the lack of adequate services or because their
aberrant behavior is compensated by their life
circumstances? Are there mental health criteria
that distinguish those who are “really” deviant
from those who are not? Moreover will these cri-
teria apply to individuals regardless of their con-
text or only reflect deviance between individuals
and their specific contexts?

How Do We Understand Individuals
and Their Development?

Is it through a search for stable characteristics of
the individual independent of context, or is it the
search for patterns of functioning in context?
Moreover, when these characteristics change
over time, is it the unfolding of some matura-
tional pattern or a reaction to new contextual
demands as each individual interacts with an
expanding social domain? Again the continuity-
discontinuity issue is of central concern.
Progress in the technology of molecular genet-
ics has led to hopes that the etiology of mental
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disorders will soon be revealed and that their
treatment and prevention will follow. Although
we may view this as a technological statement of
fact, it can alternatively be interpreted as the
expression of a particular belief system about the
nature of the child and especially the nature of
pathology. The basis for such linear hopes is a
view of humans as determined by their biology
and a view of development as an unfolding of pre-
determined lines of growth. Among these hypoth-
esized lines of development are those that produce
the emotionally disturbed, such as schizophrenics
and depressives; the cognitively disturbed, such
as the learning disabled and the retarded; and the
undisturbed, that is, normal individuals.

But does this model fit those individuals who
do not stay on their predicted trajectories? There
have been many full-term healthy infants who
were predicted to have a happy course but instead
ended up with a variety of mental disorders later
in life. In these cases one could argue that we
have not yet developed the sophisticated diagnos-
tic tools to identify their inherent deviancy at
birth. However, how would one explain those
infants who had already shown major disabilities
and yet somehow did not progress to adult forms
of disturbance (Sameroff & Chandler, 1975)?
The biographies of many individuals that were
certain candidates for a life of institutionalization
but whose fate was altered to a happier end have
been well documented (cf. Garmezy, 1985).

The Rochester Longitudinal Study (RLS) that
my colleagues, Melvin Zax, Ronald Seifer, Ralph
Barocas, and Alfred and Clara Baldwin, have
been involved in for 40 years (Sameroff, Seifer,
Baldwin, & Baldwin, 1993; Sameroff, Seifer, &
Zax, 1982; Sameroff & Zax, 1973) was an exam-
ple of an old research model that centered on a
linear analysis of the effects of parental psycho-
pathology on child behavior. During the course
of the study, however, adaptive changes were
forced upon the investigators because of the lack
of congruence between hypotheses and data. This
dialectical process produced changes in the ana-
lytic strategy as well as the investigators’ under-
standing of development—from a study of
genetic influences on behavior to an investigation
of the interaction of complex dynamic processes
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between individual and context. Bridging the gap
between the unlimited complexity of dynamic
developmental conceptualizations and the lim-
ited complexity of possible empirical investiga-
tions characterizes the scientific problem for the
discipline of developmental psychopathology.

In 1968, we (Sameroff & Zax, 1973) initiated
a study using the high-risk approach to examine
the early development of children of parents who
had a variety of psychiatric diagnoses with spe-
cial attention to schizophrenia. At the outset we
considered three major hypotheses: (1) that devi-
ant behavior in the child would be attributed to
variables associated with a specific maternal
diagnosis, e.g., schizophrenia; (2) that deviant
behavior would be attributable to variables asso-
ciated with characteristics of mental illness in
general, like the severity and chronicity of the
disorder, but no diagnostic group in particular;
and (3) that deviant behavior would be associated
with social circumstances, exclusive of parental
psychopathology.

The first hypothesis found little support. Most
of the significant differences found for the schizo-
phrenic group occurred during the prenatal period,
and these differences were in the mothers, not in
the children. The schizophrenic mothers were the
most anxious and least socially competent. They
also had the worst prenatal obstetric status. The
second hypothesis, that mental illness in general
would produce substantial effects, was supported
more strongly. In almost every instance where
there was a difference between diagnostic groups,
it could be explained by a corresponding differ-
ence in the severity and/or chronicity of the ill-
ness. In addition, there were a large number of
developmental effects produced by severity and/
or chronicity differences that did not have corre-
sponding diagnostic differences. When the num-
ber of significant outcomes was compared for
differences in the diagnostic, mental illness, and
social status dimensions, the highest density was
found in the social class contrasts, the third
hypothesis. One of the more interesting results
was that the differences found between offspring
of women with psychiatric diagnoses and those
without were almost the same as those between
offspring of lower and higher social status women.

From these analyses a relatively clear picture
could be seen. Among the mental illness mea-
sures, severity and chronicity of maternal distur-
bances were better predictors of risk than their
specific diagnoses, but even stronger effects on
development were found from social status vari-
ables. At Rochester we were struck by how our
attempts to study the child out of context were
defeated by the profound effects of social vari-
ables on the lives of the children in our investiga-
tion. The contradiction here was that research
devoted to understanding the nature of the child
at risk for schizophrenia brought to the fore infor-
mation that it may be the nature of the environ-
ment that was as important as any biological
heritage for their future mental health.

How Do We Conceptualize
the Environment?

Is it a passive set of additive experiences that max-
imizes or minimizes innate individual potential as
in the concept of genetic ranges of reaction, or
does experience have nonlinear transformative
effects as it interacts and transacts with dynamic
individual developmental processes? This issue
will be fully explored in the following description
of a unified theory of development.

A Unified Theory of Development

In tune with the advanced understanding of
molecular genetics, there is a contemporary zeit-
geist emphasizing dynamic conceptualizations
within most scientific disciplines. In his spirit, I
recently proposed that contemporary theories of
development require at least four models for
understanding human psychological change: a
personal one, a contextual one, a regulation one,
and a representational one (Sameroff, 2010).
However, a fifth model for evolutionary change
has become essential. The personal model is nec-
essary for understanding the progression of com-
petencies from infancy on. It requires unpacking
the changing complexity of the individual as he
or she moves from the sensorimotor functioning
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of infancy to increasingly intricate levels of cog-
nition, from early attachments with a few care-
givers to relationships with many peers, teachers,
and others in the world beyond home and school,
and from the early differentiation of self and
other to the multifaceted personal and cultural
identities of adolescence and adulthood. The con-
textual model is necessary to delineate the multi-
ple sources of experience that augment or
constrain individual development. The growing
child is increasingly involved with a variety of
social settings and institutions that have direct or
indirectimpactas exemplifiedin Bronfenbrenner’s
(1977) view of the social ecology. The regulation
model adds a dynamic systems perspective to the
relation between person and context. During
early development, human regulation moves
from the primarily biological to the psychologi-
cal and social. What begins as the regulation of
temperature, hunger, and arousal soon turns to
regulation of attention, behavior, and social inter-
actions. The representational model is where an
individual’s here and now experiences in the
world are given a longer term existence in
thought. These representations are the cognitive
structures where experience is encoded at
abstracted levels that provide an interpretive
structure for new experiences, as well as a sense
of self and other. Finally the evolutionary model
is necessary to explain the codevelopment of
genetic polymorphisms, psychological, and
social functioning. Combining these five models
offers a comprehensive view of the multiple
parts, wholes, and interconnecting processes that
comprise human development, especially as they
are related to psychopathology. Moreover, within
each model there is evidence of discontinuities
that can expand or contract the developmental
success of children.

Personal Model

Because psychology’s central focus is on indi-
viduals, developmental psychopathology’s main
concerns have been on how children change over
time, especially how early characteristics lead to
mental health problems. How one thinks about
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change will have a clear influence on research
objectives. Three ways of conceptualizing change
are notions about trait, growth, and development.
If one believes that an individual consists of a set
of unchanging traits, then there is no need for
developmental research. Thinking about change
as a growth process allows for change but only on
quantitative dimensions, more words, more num-
bers, more ideas. Viewing personal change as
development implies qualitative changes where
there is a period of stability of functioning fol-
lowed by a transition to a structurally different
period of stability presumed to reflect more
encompassing cognitive and social functioning.
The classic examples of stages are in the writings
of Freud and Piaget. Although there have been
major revisions or rejections of their specific for-
mulations, there are some generally accepted
notions that within many domains individuals
move in steps from novices, to experts, to masters
where they do not just do things better, they do
things differently (Ericsson & Charness, 1994).
Qualitative or structural reorganizations of the
individual are the points of discontinuity where
children can enter different trajectories for better
or worse. The study of depression and conduct
disorder in children are examples of empirical
complexities in attempts to use specific diagno-
ses as continuing individual characteristics.

Depression
The criteria for identifying children with depres-
sion vary from high scores on a parent checklist
to careful diagnostic interviews. Compas and
Hammen (1994) did an extensive analysis of the
meaning of such scores, and they raised three
questions overlapping with our present concerns.
The questions were whether a depressive disor-
der in childhood takes the same form as a depres-
sive disorder in adulthood, whether high
depression scores are different in quality or
merely quantity from low depression scores, and
whether depression is a unitary construct that can
be separated from the symptoms of other disor-
ders—the comorbidity question.

Their conclusions increase the complexity of
the diagnostic problem because there appear to
be three levels of depressive phenomena with
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similar degrees of sadness—depressed mood,
depressive syndromes, and depressive disorders.
It is only the latter with criteria for an extended
duration and accompanying functional impair-
ment that qualifies for the categorical diagnosis.
But the bigger difficulty is that it is rare for chil-
dren who have depression problems to only have
depression problems. There is a tendency for
emotional and behavioral problems to cluster or
co-occur in the same individual. This co-
occurrence can be variously thought of as covari-
ation, interrelatedness, or comorbidity.

Comorbidity is a fascinating issue. It should
be rare for an individual to have one serious dis-
order much less two. Because one has diabetes
should not make it more likely to have cancer.
But for psychiatric disorders this seems to be the
case. For depression comorbidity is the rule not
the exception. A review of community epidemio-
logical studies found the range of comorbidity to
be between 33 and 100 % (Flemming & Offord,
1990). Anxiety conditions are most frequently
comorbid with depression, so one might think
that this could be easily explained because they
are both internalizing disorders. But the co-
occurrence with externalizing disorders is equally
as high, ranging from 17 to 79 %, including con-
duct disorders, oppositional-defiant disorders,
attention-deficit disorder, and alcohol and drug
abuse. Moreover, the worse the course of the
child’s depression the more likely that she or he
would have a concurrent non-affective comorbid
condition (Keller et al., 1988).

For a while when depression was first being
discovered in children, it was believed that every-
thing was a symptom of depression. The concept
of masked depression was posited as an explana-
tion for all these other symptoms (Cytryn &
McKnew, 1974). Now we understand that these
other conditions are not simple expressions of
underlying depression. They are symptoms and
disorders in their own right.

Compas and Hammen end their review with a
provocative idea that high rates of covariation
and comorbidity of depressive phenomena are
the result of the exposure of high-risk children to
multiple sources of risk that contribute indepen-
dently to negative outcomes. We will return to

this idea when we consider the whole issue of
risk and resilience.

Conduct Disorder
Externalizing problems are much more intrusive
than internalizing problems into the lives of those
around affected children. Crime is mostly com-
mitted by teenagers and young adults, but it does
not easily fit in with mental illness categories
because for most individuals it is self-limiting.
For one reason or another, children start and then
stop, most within a one-year period of time
(Elliott, Huizinga, & Ageton, 1985). Although
adult antisocial behavior is generally preceded by
childhood antisocial behavior, most antisocial
children do not become antisocial adults because
most adults are not antisocial (Robins, 1978).
There does appear to be a group of early offend-
ers who are persistent through early adulthood.
Stattin and Magnusson (1991) found that this
group accounted for only 5 % of their sample but
62 % of the crimes. If there was going to be a
valid diagnosis of conduct disorder, this would
appear to be the group that would have it. Yet this
group also has the highest levels of comorbidity.
Boys who were only aggressive were less likely
to become persistent offenders than boys who
were aggressive and hyperactive, for example.
They are also more likely to have a variety of
nondiagnostic problems including academic defi-
ciencies, poor interpersonal relationships, and
deficiencies in social problem solving skills.
Developmental pathways associated with con-
duct disorder have been increasingly studied (cf.
NICHD Early Child Care Research Network,
2004). An interesting example is a developmental
analysis of boys from childhood to adolescence
by Rolf Loeber and his colleagues (Loeber et al.,
1993). They were able to distinguish three path-
ways: (a) an early authority conflict pathway
characterized by stubborn behavior, defiance, and
authority avoidance; (b) a covert pathway charac-
terized by minor covert behaviors, property dam-
age, and moderate to serious forms of delinquency;
and (c) an overt pathway characterized by aggres-
sion, fighting, and violence. This information is
very important for appreciating the developmen-
tal trajectories that children follow through these
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behavior patterns, but does it throw light on any
trait for conduct disorder in these youth? Not as
much as we would hope. The worse the disorder,
in this case delinquency, the more likely the boys
were to be in more than one pathway, with the
highest rates for youth who were in all three path-
ways. As in other such studies, comorbidity is
rampant in this sample with attention-deficit
hyperactivity and substance abuse especially
associated with the overt pathway. The result is
that not only the more serious the disturbance the
more comorbidity between disorders but also the
more deviant pathways within a disorder.

What we have learned from this discussion of
individual behavior is that children are integrated
wholes rather than collections of diagnostic traits.
When they show evidence of serious dysfunction,
it is not restricted to single domains unless the
study only measures single domains of dysfunc-
tion. The worse the problems, the more likely it is
that more than one behavioral area is involved. This
conclusion is in keeping with one of the more artic-
ulate redefinitions of psychopathology in develop-
mental terms provided by Sroufe and Rutter (1984)
who saw the discipline as the study of patterns of
adaptation rather than individual traits.

Contextual Model

Although developmental psychopathology is
focused on individuals, it has become clear that
understanding change requires an analysis of an
individual’s experience. Behavior, in general, and
development, in particular, cannot be separated
from the social context. Our understanding
of experience has moved from a focus on pri-
mary caregivers to multiple other sources of
socialization. There were many predecessors
who felt that families, schools, neighborhoods,
and culture had influences on development, but
Bronfenbrenner (1977) turned these ideas into a
comprehensive framework with predictions of
how these settings affect the child but also how
they affect each other. Although his terminology
of microsystems, mesosystems, macrosystems,
exosystems, and chronosystems may not be uni-
versally accepted, his principle that the family,
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school, and community are all intertwined in
explaining any particular child’s progress is now
universally acknowledged.

The analysis of social ecologies proposed by
Bronfenbrenner described a range of social influ-
ences from the parent practices that have direct
influence on the child to community and eco-
nomic factors that can only impinge on the child
through the action of others. Depending on disci-
plinary background different sets of these social
variables have been proposed to explain the
sources of mental health problems. Economists
have focused on poverty and deprivation, sociol-
ogists have implicated problems in the commu-
nity and family structure, educators blame the
school system, and psychologists have focused
on processes within the family and its members
as the environmental influences that most pro-
foundly affect successful development. Rather
than viewing these as competing hypotheses,
each can be interpreted as a contributor to a posi-
tive or negative mental health trajectory. The eco-
logical model emphasizes the contributions of
multiple environmental variables at multiple lev-
els of social organization to multiple domains of
child development.

Traditionally, social contacts were considered
to expand from participation wholly in the family
microsystem into later contact with the peer
group and school system. Today, however, many
infants are placed in out-of-home group childcare
in the first months of life. Each of these settings
has its own system properties such that their con-
tributions to the development of the child are
only one of many institutional functions. For
example, the administration of a school setting
needs attention to financing, hiring, training of
staff, and building maintenance before it can per-
form its putative function of caring for or educat-
ing children (Maxwell, 2009). Thus, a
sociological analysis of such settings provides
information about its ability to impact children.

Attention to the effects on children of chang-
ing settings over time must be augmented by
attention to changing characteristics of individu-
als within a setting. Contemporary social models
take a life course perspective that includes the
interlinked life trajectories of not only the child
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but other family members (Elder, Johnson &
Crosnoe, 2003). For example, experience for the
child may be quite different if the mother is in her
teens with limited education or in her 30s after
completing professional training and entry into
the job force.

For the purposes of this discussion of issues in
developmental psychopathology, I will restrict
this review to two environmental issues, the mul-
tiple risk model and the contrast among risk, pro-
tective, and promotive factors. Although a central
role of epidemiology is the identification of the
causes of poor health, Costello and Angold
(1996) point out that in the study of complex
physical disorders, the preponderance of studies
have identified risk factors rather than causes.
Moreover, such comprehensive efforts as the
Framingham Study of heart disease have discov-
ered that no single influence is either sufficient or
necessary to produce the disorder. In the domain
of mental illness, a variety of studies beginning
with Rutter (1979) have noted that it may be the
quantity rather than the quality of risk factors that
is most predictive when data from multiple envi-
ronmental influences are combined.

Capturing the complex effects of multiple
environmental situations has been a daunting
enterprise requiring vast sample sizes to capture
the unique contributions of each setting. An alter-
native methodology to dimensionalize the nega-
tive or positive quality of a child’s experience has
been the use of multiple or cumulative risk or
promotive factor scores. In the Rochester
Longitudinal Study, we combined ten environ-
mental risk variables to calculate a multiple risk
score for each child when they were 4 years old.
These included (1) a history of maternal mental
illness; (2) high maternal anxiety; (3) parental
perspectives that reflected rigidity in the atti-
tudes, beliefs, and values that mothers had in
regard to their child’s development; (4) few posi-
tive maternal interactions with the child observed
during infancy; (5) head of household in unskilled
occupations; (6) minimal maternal education; (7)
disadvantaged minority status; (8) single parent-
hood; (9) stressful life events; and (10) large fam-
ily size. The resulting score was highly correlated
with child mental health; there was a significant

linear function. The more risk factors the greater
the prevalence of clinical symptoms in the
preschoolers (Sameroff, Seifer, Zax, & Barocas,
1987). These effects were also found when
multiple environmental risk scores were corre-
lated to child’s mental health at 13 and 18 years
of age (Sameroff, Bartko, Baldwin, Baldwin, &
Seifer, 1998).

Another opportunity to examine the effects of
multiple environmental risks on child develop-
ment was provided by data emerging from a
study of adolescents in a large sample of
Philadelphia families (Furstenberg et al., 1999).
We took a more conceptual approach in design-
ing the project so that there were 20 environmen-
tal measures spread among six ecological levels.
These were family processes that included sup-
port for autonomy, behavior control, parental
involvement, and family climate; parent charac-
teristics that included mental health, sense of
efficacy, resourcefulness, and level of education;
Sfamily structure that included the parents’ marital
status and socioeconomic indicators of house-
hold crowding and welfare status; family man-
agement comprised of variables of institutional
involvement, informal networks, social resources,
and adjustments to economic pressure; peers that
included indicators of association with prosocial
and antisocial peers; and community that included
census tract information on average income and
educational level of the neighborhood, a parent
report of neighborhood problems, and measures
of the adolescent’s school climate. In addition to
the large number of ecological variables, we used
a wide array of youth developmental outcomes in
five domains: psychological adjustment, self-
competence, conduct problems, extracurricular
involvement, and academic performance.

For the environmental risk analyses, each of
the 20 variables was dichotomized with approxi-
mately a quarter of the families in the high-risk
group and then the number of high-risk conditions
summed. When we examined the relation between
the multiple risk factor score and the five adoles-
cent outcomes, there were large declines in out-
come with increasing risk and a substantial overlap
in slope for each (Sameroff, 2006). Although this
kind of epidemiological research does not unpack
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the processes by which each individual is impacted
by contextual experience, it does document the
multiple factors in the environment that are candi-
dates for more specific analyses.

The concern with preventing developmental
failures has often clouded the fact that the major-
ity of children in every social class and ethnic
group are not failures. They get jobs, have suc-
cessful social relationships, and raise a new gen-
eration of children. The concern with the source
of such success has fostered an increasing con-
cern with the development of competence and the
identification of protective factors as in the work
of Masten and Garmezy (1985). However, the
differentiation between risk and protective fac-
tors is far from clear, and there continue to be
many theoretical and methodological limitations
in their identification (Luthar & Zigler, 1991).

Some have argued that protective factors can
only have meaning in the face of adversity (Rutter,
1987), that is, much reduced effects for advan-
taged children. But in most cases protective fac-
tors appear to be simply the positive pole of risk
factors (Stouthamer-Loeber et al., 1993), that is,
they help everybody (Guttman, Sameroff, &
Eccles, 2002). In this sense a better term for the
positive end of the risk dimension would be pro-
motive rather than protective factors. To test this
simplification we created a set of promotive fac-
tors by identifying families at the positive pole of
each of our risk factors (Sameroff, Seifer, &
Bartko, 1997). For example, where a negative
family climate had been a risk factor, a positive
family climate now became a promotive factor, or
where a parent’s poor mental health was a risk fac-
tor, her good mental health became promotive. We
then summed these promotive factors and exam-
ined their relation to adolescent outcomes. The
results mirrored the effects of multiple risks.
Families with many promotive factors did sub-
stantially better than families from contexts with
few promotive factors. For the youth in this study,
there did not seem to be much difference between
the influence of risk and promotive variables. The
more risk factors the worse the outcomes; the
more promotive factors the better the outcomes. In
short, when taken as part of a constellation of envi-
ronmental influences on child development, most
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contextual variables in the parents, the family, the
neighborhood, and the culture at large seem to be
dimensional, aiding in general child development
at one end and inhibiting it at the other.

Of interest here is how the ecological model
affects our understanding of continuity and dis-
continuity. What one would expect is that good
families, good schools, and good neighborhoods
go together, and conversely bad families, bad
schools, and bad neighborhoods are highly cor-
related. But it turns out this is only true at the
aggregate level from one community to another.
When one uses individual children as the level of
analysis, then the correlations between the quality
of the family, peer group, school, and neighbor-
hood become quite modest. Each child can have a
quite different experience with a different set of
positive or negative contextual features influenc-
ing his or her development, but the conclusion
does not change in that the more good things in a
children’s lives, the better their outcomes.

Of great significance for the life course, these
effects play out over time as a manifestation of
the Matthew effect, “To the man who has, more
will be given until he grows rich; the man who
has not will lose what little he has” (Matthew
13:12). In a study of high- and low-1Q 4-year-
olds, we tracked their academic achievement
through high school (Gutman, Sameroff, & Cole,
2003). The low-1Q group living in low contextual
risk conditions consistently did better than the
high-IQ group living in high-risk conditions.
Over time promotive or risky contextual effects
either fostered or wiped out prior individual
competence.

Regulation Model

The third component of the unified theory is the
regulation model reflecting the dynamic systems
orientation of modern science (Sameroff, 1995).
The developmental approach expands upon tradi-
tional views of mental disease by incorporating
biological and behavioral functioning into a gen-
eral systems model of developmental regulation.
Within this approach underlying entities do not
exist independent of developmental organization.
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The expression of biological vulnerabilities can
occur only in relation to the imbalance between
coping skills and stresses in each individual’s life
history. Continuities in competence or incompe-
tence from childhood into adulthood cannot be
simply related to continuities in underlying
pathology or health.

The relations between earlier and later behav-
ior have to be understood in terms of the continu-
ity of ordered or disordered experience across
time interacting with an individual’s unique
biobehavioral characteristics. To the extent that
experience becomes more organized, problems in
adaptation will diminish. To the extent that expe-
rience becomes more chaotic, problems in adap-
tation will increase. What the developmental
approach contributes is the identification of fac-
tors that influence the child’s ability to organize
and regulate experience and, consequently, the
child’s level of adaptive functioning.

Growing attention is being given to the bio-
logical regulators of development not only at the
somatic level but also at the genetic. New advances
in biological research are forcing more attention
to be paid to analyzing environmental influences.
At the molecular level we have learned that
despite the fact that every cell in an organism has
the same genotype, each will have different char-
acteristics and a different history. This differentia-
tion is a function of the differing experiences of
each cell; these are environmental effects.

The idea that the child is in a dynamic rather
than passive relationship with experience has
become a basic tenet of contemporary develop-
mental psychology. However, most of the rheto-
ric is about “self”’-regulation. Whether it is
Piaget’s assimilation-accommodation model in
cognition or Rothbart’s (1981) reactivity and
self-regulatory view of temperament, equilibra-
tion is primarily a characteristic native to the
child. The context is necessary as a source of pas-
sive experiences that stimulate individual adapta-
tion, but has no active role in shaping that
adaptation. These views promote a belief that
regulation is a property of the person. However,
self-regulation mainly occurs in a social surround
that is actively engaged in “other”-regulation. At
the biological level the self-regulatory activity of

genes is intimately connected to the other-
regulatory activity of the epigenome and the sur-
rounding cell cytoplasm.

This issue of the developmental expansion of
self-regulation to include other-regulation is cap-
tured by the ice-cream-cone-in-a-can model of
development (Sameroff & Fiese, 2000), depicted
in Fig. 2.1. The developmental changes in the
relationship between individual and context are
represented as an expanding cone within a cylin-
der. The balance between other-regulation and
self-regulation shifts as the child is able to take
on more and more responsibility for his or her
own well-being. The infant, who at birth could
not survive without the caregiving environment,
eventually reaches adulthood and can become
part of the other-regulation of a new infant,
beginning the next generation.

It is parents who keep children warm, feed
them, and cuddle them when they cry; peers who
provide children with knowledge about the range
and limits of their social behavior; and teachers
who socialize children into group behavior as well
as regulate cognition into socially constructed
domains of knowledge. Although these other-reg-
ulators can be considered background to the emer-
gence of inherent individual differences in
regulatory capacities, there has been much evi-
dence from longitudinal research among humans
and cross-fostering studies in other animals that
“self’-regulatory capacities are heavily influenced
by the experience of regulation provided by care-
givers. The capacity for self-regulation arises
through the actions of others. This regulation by
others provides the increasingly complex social,
emotional, and cognitive experiences to which the
child must self-regulate and the safety net when
self-regulation fails. Moreover, these regulations
are embedded not only in the relation between
child and context but also in the additional rela-
tions between family and their cultural and eco-
nomic situations (Raver, 2004). These regulatory
systems range from the here-and-now experiences
of parent—child interactions to governmental con-
cern with the burden of national debt that will be
passed on the next generation and to conservation-
ists’ concerns with the fate of the planet as a viable
environment for future generations of humans.
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Development

Fig.2.1 Transactional relations between self-regulation and other-regulation

Early functional physiological self-regulation
of sleep, crying, and attention is augmented by
caregiving that provides children with regulatory
experiences to help them quiet down on the one
hand and become more attentive on the other.
Sleep is an interesting example where biological
regulation becomes psychological regulation
through social regulation. As wakefulness begins
to emerge as a distinct state, it is expanded and
contracted by interactions with caregivers who
stimulate alertness and facilitate sleepiness.
Although it remains an essential biological pro-
cess, eventually it takes on a large degree of self-
regulation as the child increasingly makes active
decisions about waking time and sleeping time.
But this agentic decision-making remains inti-
mately connected with other-regulation in terms
of the demands of school and work for specific
periods of wakefulness.

The relation between self- and other-regulation
has implications for diagnostic systems for the
psychopathology of children. In an attempt to
define mental health diagnoses for infants,
Sameroff and Emde (1989) argued for a position
that infant diagnoses could not be separated from
relationship diagnoses. Our point was that in early
development life is a “we-ness” rather than an
“I-ness.” The developmental and clinical question
in this case is when does a diagnosis become indi-

vidualized, at what stage does a child have a self-
regulation problem instead of an other-regulation
problem? One answer is to identify the point
in development when areas of self-regulation
become independent of initial regulatory contexts
and are carried into new relationships.

The previous discussion of the need for a con-
struct of other-regulation to complete an under-
standing of self-regulation leads now to how the
relation between self and other operates develop-
mentally, and for this we turn to the transactional
model (Sameroff & Chandler, 1975). Transactions
are omnipresent. Everything in the universe is
affecting something else or is being affected by
something else. In the transactional model the
development of the child is a product of the con-
tinuous dynamic interactions of the child and the
experience provided by his or her social settings.
What is core to the transactional model is the
analytic emphasis placed on the interdependent
effects of the child and environment and is
depicted in the bidirectional arrows between self
and other in Fig. 2.1. The transactional model
helps to explain many of the continuities and dis-
continuities in development. Interactions are
typified by continuity where there may be a
mutual dependence between one’s behavior and
another’s, but there is not restructuring—there is
a stable pattern of correlations. Transactions
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occur when one partner changes their behavior
such that there is a new pattern of interaction—a
discontinuity—that can move in a positive or
negative direction. Transactions are opportunities
for interventionists to aim for the more positive
outcome.

In a recent book on the topic (Sameroff, 2009),
a number of researchers documented transac-
tional processes in cognitive and social-emotional
domains where agents in the family, school, and
cultural contexts altered the course of children’s
development in both positive and negative direc-
tions. Transactional examples have been typically
in the behavioral domain with an emphasis on
parent—child mutual exacerbations producing
problem behavior in both partners (Patterson,
1986). More recently, transactions have been rec-
ognized in teacher—student relationships where
the effects of the teacher on the child in one grade
will change the reaction of the teacher in the next
moving the student to higher or lower levels of
competence (Morrison & Connor, 2009).
Multilevel transactions have also been docu-
mented where not only the parent and child are
transacting with each other but both are also trans-
acting with cultural practices (Bornstein, 2009).

Representational Model

Since the beginnings of psychodynamic thinking,
representations have been used to explain psy-
chopathology and as targets for psychotherapeutic
interventions. Representations are encodings of
experience that are more or less elaborated inter-
nal summaries of the external world. They
include the cognitive representations where the
external world is internalized, the social repre-
sentations where relationships become working
models, the cultural representations of different
ethnicities or social classes, and even the devel-
opmental theories discussed here. Representations
are obviously not the same as what they repre-
sent. They have the function of bringing order to
a variable world, producing a set of expectations
of how things should fit together that are gener-
ally adaptive but in the case of psychopathology
tend more toward the maladaptive.

We have long been familiar with such repre-
sentations as perceptual constancy in which
objects are perceived as being a certain size even
when the sensory size is manipulated. In such a
summation certain aspects are selected and others
ignored. In the representation of a square, for
example, the size, color, and texture of the square
object may be ignored. Analogously, when repre-
sentations are made of a social object such as a
parent, certain features are included in the repre-
sentation and others are ignored. Research using
the adult attachment interview (Main & Goldwyn,
1984) has emphasized that representations of par-
ents are often idealized, where only positive
aspects are included in the mental model. Although
the links between the quality of representations of
child—parent relationships during infancy and
those during adulthood are far from direct, early
working models of attachment do seem to have
long-term consequences for adult development
(Sroufe, Egeland, Carlson, & Collins, 2005).

Similarly, parents create representations of
their children that emphasize certain aspects,
deemphasize others, and have stability over time
independent of the child’s actual characteristics.
We had parents rate their infants’ temperament
during the first year of life following a structured
interaction sequence (Seifer, Sameroff, Barrett, &
Krafchuk, 1994). We also had them rate the tem-
perament of six unfamiliar infants engaged in the
same interaction sequence. The average correla-
tion in temperament ratings of the unfamiliar
infants between mothers and trained observers
was 0.84 with none below 0.60. The average cor-
relation in temperament ratings between mothers
and trained observers for their own children was
0.35 with a range down to —0.40. Mothers were
very good raters of other people’s children, but
very poor raters of their own due to the personal
representations that they imposed on their obser-
vations. Documenting such differences in parent
representations would be of no more than intel-
lectual interest, if there were not consequences for
the later development of the child. For example,
infants whose mothers perceived them as prob-
lematic criers during infancy increased their cry-
ing during toddlerhood and had higher problem
behavior scores when they were preschoolers
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(McKenzie & McDonough,2009). Representations
are further examples of the ubiquity of disconti-
nuities in development. Individuals, parents in this
case, interpret the same reality in quite different
ways leading to quite different outcomes from the
same initial child conditions.

Individual well-being is also a result of mean-
ingful cultural engagement with desirable every-
day routines that have a script, goals, and values
(Weisner, 2002). Meaningfulness, a key compo-
nent of cultural analyses, is primarily found in
coherent representations. Meaning systems can
have a positive influence as where family rou-
tines provide a narrative representation for the
family members that allows the whole to con-
tinue adaptive functioning despite the variability
in the behavior of the parts (Fiese and Winter,
2009), for example, an alcoholic parent or an ill
child. The negative effect of a lack of meaning-
fulness was found in a study of native Canadian
youth who showed much higher levels of suicide
and other problem behavior when there were
large inconsistencies in cultural continuity from
one generation to another (Chandler, Lalonde,
Sokol, & Hallett, 2003). The order or disorder in
a family or society’s representation of itself
affects the adaptive functioning of its members.

Evolutionary Model

Historically, evolutionary psychologists have
tended toward reductionism, explaining current
psychological and social organization as the
result of Darwinian selective processes on the
genome during the history of the species. More
recent formulations have added more dynamic
conceptualizations to our understanding of both
historic evolutionary forces and contemporary
gene expression. In each case there is an intimate
relationship between the evolving or developing
organism and its experiential surround. Of empir-
ical interest are the reformulations of gene—envi-
ronment interactions in terms of differential
susceptibility theory and epigenetics.

The original descriptions of gene—environment
interactions (cf. Caspi et al., 2003) found that cer-
tain gene alleles produced a greater mental health
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vulnerability to abusive environments and
described these polymorphisms categorically as
vulnerability genes. Further research has enlarged
the concept of gene—environment interaction into
a U-shaped function labeled as differential sus-
ceptibility (Ellis, Boyce, Belsky, Bakermans-
Kranenburg, & van IJzendoorn, 2011), such that
the same allele can produce worse mental health
in stressful contexts but better mental health in
more supportive social contexts. These opposite
effects where the same polymorphism can express
itself as either a risk factor or a promotive factor
depending on social experience emphasize the
lack of determinism in even the most basic indi-
vidual biological characteristics.

Advances in epigenetics have reframed what
we consider to be the basic biological units, from
the unchanging genome to the epigenome where
experiences are dynamically coded (Meaney,
2010). A fundamental premise of the transmission
of genes from one generation to another was that
the genotype is not influenced by the experience
of the phenotype. This is no longer the case when
the more inclusive epigenome is taken into con-
sideration. Not only is the activation of the genome
influenced by the experience of the individual, but
such changes are transmitted from one generation
to another. Researches in both differential suscep-
tibility and epigenetics are further demonstrations
of how discontinuities can be found at every level
of functioning. Initial conditions alone are not
predictive of future development.

From the systems perspective evolutionary
theory has provided a fruitful analog for under-
standing the transitions that lead from one devel-
opmental stage to another in the personal model
described above. As opposed to the gradualist
understanding of evolutionary changes originally
proposed by Darwin that would look like the
growth model of individual change, Eldredge and
Gould (1972) argued that evolution was charac-
terized by continuity evidenced in long periods of
stasis where there were only modest changes,
alternating with discontinuity, where there were
short periods of rapid change, which they labeled
punctuated equilibrium. The implication was that
there was a balance between species and their
ecosystems until it was interrupted by either large
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changes in the species or large changes in the
environment that required a new equilibration. In
terms of understanding developmental disconti-
nuities in the individual, we would need to search
for such changes in the child or the context that
create pressures for a new equilibration leading
to future mental order or disorder.

Unifying the Theory
of Development

Now that the five models necessary for a theory
of development have been described, we can
attempt to integrate them into a comprehensive
view that contains most known influences on
developmental psychopathology using both a
structural model that describes all the pieces and
then a functional model that shows how their
interactions and transactions unfold over time.
The self has often been described as a set of
interacting psychological and biological pro-
cesses as depicted in Fig. 2.2. The psychological
domains overlap in cognitive and emotional
realms of intelligence, mental health, social com-
petence, and identity, among others. Here they
are depicted as the set of grey, overlapping circles
comprising the psychological part of the self.
Each of these psychological domains is subserved
by and interacts with a set of biological processes,

including neurophysiology, neuroendocrinology,
proteomics, epigenomics, and genomics that are
depicted as a set of black, overlapping circles.
Together the grey and black circles comprise the
biopsychological self-system. This self-regula-
tion system transacts with the other-regulation
system, depicted by the surrounding white cir-
cles, representing the many settings of the social
ecology, including family, school, neighborhood,
community, and overarching geopolitical influ-
ences. Taken together the three sets of overlap-
ping circles comprise the biopsychosocial aspects
of an individual in context.

Next, the developmental model of personal
change is added to the biopsychosocial model,
where there are qualitative shifts in organization
reflecting changing relationships among the bio-
psychosocial aspects as seen in Fig. 2.3. These
periods of changing organization are analogous to
the evolutionary shifts described in the theory of
punctuated equilibria. The leading edge for these
changes can originate in the individual, repre-
sented by the arrows pushing outward in the figure,
or from the context, as represented by the arrows
pushing inward, resulting in points of inflection,
that is, developmental change. It is the relation
between shifts in the child and shifts in the context
that mark new stages. Such individual shifts can be
tied to personal changes as mundane as beginning
to walk or as complicated as adolescence.

GEOPOLITICAL

BIOLOGY
Epigenomics
Proteomics
Neurophysiology
Health
Gender

Fig.2.2 Biopsychosocial ecological system

PSYCHOLOGY
Mental Health
Social Competence
Communication
Cognition
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Fig.2.3 Unified theory of development including the personal change, context, and regulation models

Puberty is a biological achievement of the
child, but adolescence is a socially designated
phase between childhood and adulthood
(Worthman, 1993). Puberty is universal but ado-
lescence is not, in either historical or cross-
cultural perspective. In many cultures adolescence
is directly tied to biological changes, but in mod-
ernizing cultures it is more closely tied to age-
based transitions into middle and high schools.
Depending on the culture sexual participation can
be encouraged at an early age before biological
maturity or discouraged until individuals are well
into adulthood. These pressures from changes in
the child and the context are represented by the
up and down arrows around the adolescent transi-
tion in Fig. 2.3. In western societies, adolescence
is generally recognized, but the quality of the
adolescent experience is quite variable and may
be heavily dependent on stage-environment fit.
Depending on the particular family or school sys-
tem, desires for autonomy and intimacy can be
fostered or thwarted moving the adolescent into
better or worse future functioning. Negative psy-
chological changes associated with adolescent
development often result from a mismatch
between the needs of developing adolescents and
the opportunities afforded them by their social
environments (Eccles et al., 1993).

The recent emphasis on identifying develop-
mental cascades in psychopathology offers many

empirical examples of the interplay between indi-
vidual and contextual shifts over time (cf. Masten
& Cicchetti, 2010). An informative example is
the work of Dodge et al. (2009) explaining the
predictive cascade between child, parents, and
peer group leading from a difficult temperament
in infancy to substance abuse in adolescence. The
direct correlation between infant and adolescent
characteristics is negligible, but becomes ampli-
fied as infant problems lead to parent problems
that lead to peer problems and back again to later
parenting and peer problems and finally to the
adverse adolescent outcome.

The unified theory depicted in Fig. 2.3 com-
bines the personal change, contextual, and regula-
tion model, but it would become overly complex
to add the representational model to the figure as
well. Suffice it to say that representation suffuses
every aspect of the model in the interacting identi-
ties, attitudes, beliefs, and attributions of the child,
the family, the culture, and the organizational
structure of social institutions. Moreover, the way
developmental science conceptualizes the child
may be only one of a number of possible cultural
inventions (Kessen, 1979). The most important
representation for current purposes is captured in
the depiction of a unified theory of development.
Like most theories the unified view does not make
specific predictions, but does specify what will
be necessary for explaining the developmental
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phenomena in psychopathology. It is a reversal of
the usual bottom-up empirical stance where the
researcher maintains as narrow focus as possible
unless forced to enlarge the scope by some contra-
dictory findings. The top-down theoretical stance
is that researchers need to be aware that they are
examining only a part of a larger whole consisting
of multiple interacting dynamic systems where
each influences the outcome of interest. Over time
the body changes, the brain changes, the mind
changes, and the environment changes along
courses that may be somewhat independent of
each other and somewhat a consequence of expe-
rience with each other. It should be a very exciting
enterprise to fill in the details of how biological,
psychological, and social experiences foster and
transform each other to explain both adaptive and
maladaptive functioning across the life course.

Development and Psychopathology

The field of developmental psychopathology has
introduced an important reorientation to the study
of mental health and disorder. The principles of
development that apply to the achievement of
healthy growth are now seen as the same ones
that apply to the achievement of illness (Sroufe &
Rutter, 1984). In this view most illnesses are
indeed achievements that result from the active
strivings of each individual to reach an adaptive
relation to his or her environment. The nutrients
or poisons that experience provides will flavor
that adaptation. No complex human accomplish-
ment has been demonstrated to arise without
being influenced by experience. The study of
linkages across time is perhaps the most defining
of developmental psychopathology in that it con-
tains the basis for continuities and discontinui-
ties. The perspective taken by developmental
psychopathology offers a powerful alternative to
nondevelopmental approaches because principles
of process are integrated into an understanding of
behavioral deviancy. Where traditional views
have seen deviancy as inherent in the individual,
developmental views place deviancy in the
dynamic relation between the individual and the
internal and external context.

I have summarized a universal theory of devel-
opment that can be used to explain both ordered
and disordered adaptive processes using the same
models. Within this framework are answers to the
questions of defining pathology, understanding
individuals and their development, and conceptu-
alizing the environment. All children are con-
stantly adapting to and requiring adaptations
from their caregiving environment. Individual
differences from the genome on have the poten-
tial to lead to more positive mental health out-
comes. Which path will be taken is the result of a
continuous dynamic with the ability of the con-
text to support or subvert developmental achieve-
ments. The extent of our understanding of the
elements of this dynamic will limit or increase
our ability to plan intervention efforts to move
children toward adaptive solutions.
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The two key features of developmental psycho-
pathology (DP) concern the importance of conti-
nuities and discontinuities across the span of
development and the span between normality and
disorder (Rutter, 1988; Rutter & Sroufe, 2000;
Sroufe & Rutter, 1984). Both, however, required
a shift from what has been traditional in develop-
mental psychology and in child psychiatry
(Rutter, 2013). Thus, developmental psychology
has tended to focus particularly on developmen-
tal universals and on trait continuities over time,
whereas DP demands a focus on individual dif-
ferences and on the growing psychological cohe-
sion that may extend across traits and on the
modifications and changes that derive from
altered circumstances. Child psychiatry, on the
other hand, has tended to concentrate on the
causes and course of individual diagnostic condi-
tions. Of course, these are important, but what is
different about a DP perspective is that it is nec-
essary to go on to pose questions such as those
involving age-related variations in susceptibility
to stress, the extent to which development of dis-
order is dependent on prior circumstances at an
earlier age, the query as to whether there are
points in development when psychological quali-
ties become relatively stabilized, and the ques-
tion as to why some psychopathological patterns
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become so much more common during adoles-
cence than they had been in childhood. DP con-
cepts emphasize that both continuities and
discontinuities have to be considered and that a
central concern has to involve determination of
the mediating mechanisms involved in both
change and stability.

DP, therefore, is not a theory and it is not a
discipline. Rather, it is a perspective that has
important implications for both research and clin-
ical practice (Rutter, 2008). DP perspectives have
also required an appreciation that there is often a
two-way interplay between individuals and their
environment; that there may be heterotypic, as
well as homotypic, continuity in psychopatho-
logical progressions; and that in some circum-
stances risk effects may actually be protective,
with resulting resilience. In addition, it has
become clear that most disorders involve multi-
factorial causation—meaning not only that a mix-
ture of genetic and nongenetic causal influences
but also that the particular mix varies from indi-
vidual to individual and that in most cases there is
not one causal process but several. As will be dis-
cussed in more detail, gene—environment inter-
play is crucially important in relation to these
multiple DP issues. Finally, psychiatrists have
had to accept that the notion of utterly distinct
diagnostic categories that differ from all others
and which involve “clear water” between them
does not hold up (Rutter, 2013). Although, of
course, there are important meaningful differ-
ences between diagnostic categories, there is
much more overlap than used to be appreciated,
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as is evident in the case of autism, ADHD, and
schizophrenia as well as that between schizophre-
nia and bipolar disorders.

Genetic Influences

Other chapters in this volume deal in detail with
various aspects of genetics and epigenetics, but it
is not possible to discuss nature—nurture interplay
without first emphasizing a few of the key genetic
concepts and findings (Rutter, 2012a). First, it
used to be assumed that genes operated (via mes-
senger RNA) only through their effects on pro-
teins which then indirectly led on to the behavioral
or phenotypic effects, through a process that
remains ill-understood in almost all cases. It cre-
ated a puzzle, in that it was found that these
accounted for so little of the effects of genes.
Attention then turned to what had previously
been regarded as “junk DNA,” and it became
clear that, far from being junk, it was crucially
important; multiple DNA elements were involved
in gene actions (Rutter, 2006, 2012a). Many
genes with important phenotypic effects do not
have effects on proteins (e.g., the serotonin trans-
porter promoter (5S-HTTLPR) that has been much
studied in relation to gene—environment interac-
tions (GxE) brings about its effects through pro-
moting the action of other genes and not through
a direct action itself on proteins).

Second, it has been necessary to abandon the
concepts of genes “for” any individual disorder
(Kendler, 2005). The effects of the individual
genes that have been identified so far are tiny
with respect to each gene, with an odds ratio
rarely exceeding 1.3 and mostly far below that. In
addition, as will be discussed in relation to GXE,
some genes operate on biological pathways that
occur in individuals without psychopathology
(Hyde, Bogdan, & Hariri, 2011; Meyer-
Lindenberg & Weinberger, 2006) and not just in
those with some specified disorder. It has also
become apparent that genetic influences may
operate on features within a diagnostic category,
rather than on the disorder as a whole—as exem-
plified by the catechol-O-methyltransferase
(COMT) effect on antisocial behavior in individ-
uals with attention-deficit/hyperactivity disorder
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(ADHD) but not on antisocial behavior otherwise
and not on ADHD in the absence of antisocial
behavior (Caspi et al., 2008; Thapar et al., 2005).
Moreover, it has been shown that most forms of
psychopathology operate dimensionally rather
than categorically and that genes may exert their
effects through quantitative trait loci having an
effect on continuously distributed dimensions
(Rutter, 2003).

Third, it has been found that some genetic
influences on psychopathology do not follow the
usual patterns. For example, some conditions
(such as the fragile X syndrome) operate through
the transgenerational expansion of trinucleotide
repeats. Others involve genomic imprinting with
the result that the phenotypic effects differ accord-
ing to whether the mutant gene comes through the
mother or the father. Thus, this is the case with the
Prader—Willi syndrome and the Angelman syn-
drome, both of which are due to a deletion on
chromosome 15 but with the difference that pater-
nal inheritance leads to Prader—Willi and mater-
nal inheritance to Angelman syndrome.

A further anomaly is that most genes have
multiple (pleiotropic) effects and not just effects
on one particular outcome (Flint, Greenspan, &
Kendler, 2010). A different issue is posed by the
observation that although both autism and schizo-
phrenia have a high heritability but low fecundity
(rate of having children), they have not died out
(Uher, 2009). It is not obvious quite why that is
the case, but part of the answer might lie in the
role of rare, highly penetrant, pathogenic muta-
tions—although these would not account for the
high familiality of these disorders.

Finally, although most of the writings on
genes in the psychopathological arena concern
genes that provide a susceptibility or liability,
cancer genetics makes clear that effects of genes
need to be considered in relation to protection as
well as liability. Note that this is not simply the
other end of a risk effect. The genes involved in
oncogenesis (i.e., the liability to cancer) are not
the same as the tumor-suppressant genes, and the
mechanisms involved are not the same.

As will be discussed more fully in relation
to nature—nurture integration, it is clear that
genes may have their main effect through
influences on environmental risk exposure
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(through gene—environment correlations—rGE)
or through environmental susceptibility (through
gene—environment interactions—GXE). In both
cases, there is a gene—environment coaction and
not independent effects of each. For a long time,
it had been assumed that environments cannot
influence genetic effects, but it is known now that
they can, by virtue of epigenetic mechanisms
(Meaney, 2010). Environments cannot alter gene
sequences; they are present from the outset and
do not change throughout life. Nevertheless,
genes can only bring about effects if they are
expressed, and this comes about through pro-
cesses that can and do change over time as a
result of the coming together of genetic, environ-
mental, and chance (stochastic) effects. It is
through such mechanisms that genes become, in
effect, “switched on” and “switched off.” The
most obvious example of this is the genetic influ-
ence on the timing of the menarche, but there are
many others.

Nongenetic Influences

The conceptualization of nongenetic influences
has had to change a good deal over the years
(Academy of Medical Sciences, 2007). First,
there has come to be an appreciation that these
need to include prenatal as well as postnatal
influences. This was obvious with respect to the
evidence that prenatal exposure to alcohol (as
derived through the mother’s alcohol consump-
tion) led to a distinctive clinical picture that came
to be called the fetal alcohol syndrome and then,
later, fetal alcohol spectrum. The effects of tha-
lidomide in leading to gross limb defects were an
even more dramatic example. The findings on the
effects of maternal smoking in leading to an
increased likelihood of low birth weight were
less dramatic but were very important in terms of
the much higher rate of prenatal exposure. Most
recently, it has become clear that the prenatal
effects can include high maternal anxiety and not
just toxins (Mueller & Bale, 2008; Sillaber,
Holsboer, & Wotjak, 2009).

The second major change was the apprecia-
tion that nongenetic effects needed to include
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random, or stochastic, effects and not just the
effects of differences in environmental exposure.
This was first demonstrated in terms of the
increased risk for Down syndrome associated
with being born to an older mother, but, in recent
years, it has become clear that there are also,
albeit different, risks associated with high pater-
nal age. Both maternal and paternal age effects
have been demonstrated in relation to autism, but
it probably applies more widely (Reichenberg,
Gross, Kolevzon, & Susser, 2011; Sandin et al.,
2012). The mechanisms associated with maternal
age effects and paternal age effects are likely to
be different. The mother’s eggs have been in her
ovaries since before birth, so the risk probably
derives from the eggs being “old” and, as it were,
past their “sell-by” date. No cell divisions are
involved. By contrast, male’s sperms are pro-
duced de novo throughout life, involving multi-
ple cell divisions. The evidence indicates that the
likelihood of mutations rises with the number of
cell divisions (Kong et al., 2012), thereby increas-
ing risk. The finding serves as a reminder
that biological development is probabilistic
and not deterministic. Thus, so far as the brain
is concerned, initial neuronal overproduction is
followed by neuronal pruning to correct ini-
tial errors and to enhance neuronal connections
that support brain activity that seems to be useful.
The probabilistic nature of development means
that minor congenital anomalies are very com-
mon. It has been found that these anomalies
are more common in disorders such as
autism, ADHD, and schizophrenia, but they
occur at quite a high frequency in individuals
without disorder.

What is currently under discussion is whether
the concept of these developmental perturbations
needs to include chromosome anomalies and
copy-number variations. Again, they are substan-
tially more common in individuals with mental
disorders such as autism, schizophrenia, and
ADHD, but they also occur in many people with-
out disorder. It seems unlikely that most of these
developmental perturbations have direct effects
on psychological or psychopathological develop-
ment, but, equally, it does seem that they may
have causal effects of a less specific kind.
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The third change in concept concerns the
appreciation that environmental influences do not
just impinge on a passive organism. Rather, from
infancy onwards, individuals interpret and pro-
cess their experiences. This means that it has
become necessary to distinguish between the
“objective” and “effective” (or subjectively expe-
rienced) environment. It might seem obvious that
the objective environment is more important, but
recent evidence indicates that the reverse may
actually be the case (Rutter, 2012d). Thus, it
seems that people’s self-rating of their own social
status is more influential than social class as mea-
sured by education and occupation.

Fourth, individuals both select and shape their
environments—something that is associated with
“active” and “evocative” gene—environment cor-
relations. A somewhat related issue concerns the
distinction between “‘shared” and “non-shared”
environmental effects (Rutter, 2006). Despite the
terminology, this does not actually mean sharing
or non-sharing of the environment but rather
whether the environmental effects tend to make
siblings more alike or less alike. That has no
direct connection with the objective environment
as such. Fifth, although much of the research and
clinical literature is concerned with family influ-
ences, it is obvious that psychosocial influences
extend to include the peer group, the school, and
the community, often with a complicated net-
work of interactions among them.

Sixth, there has been a shift of focus from the
possible effects of some environments in provok-
ing the onset of some mental disorder to effects
that endure long after the particular experience
has come to an end (Uher et al., 2011). This was
most dramatically shown in the follow-up into
late adolescence of individuals who experienced
profound deprivation in Romanian institutions
and who were then, subsequently, adopted into
UK families (Rutter, Kumsta, Schlotz, & Sonuga-
Barke, 2012; Rutter & Sonuga-Barke, 2010). The
markedly beneficial change in environment was
certainly associated with substantial improve-
ment in developmental functioning, but the
effects of institutional deprivation were still
strong more than a dozen years after the children
left the institutions. Other studies have shown the
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same, and the findings have necessarily led to the
question of the biological embedding of experi-
ences (Rutter, 2012d) or, put more colloquially,
how environments “get under the skin.” Possible
mediating mechanisms (intervening processes)
are many and various, but attention has come to
be particularly focused on epigenetic mecha-
nisms and on the effects of stress and adversity
on hypothalamic—pituitary—adrenal (HPA) axis.
In addition, the mediating mechanisms might
also include changes in the mental models (the
meanings that are attached to experiences) that
individuals acquire with respect to the experi-
ences that they have gone through.

Finally, there has been a growing awareness of
the need to test hypotheses about environmentally
mediated effects, rather than assume them.
Quantitative genetic research has long shown the
importance of environmental influences on pheno-
typic variation (Plomin, DeFries, & Loehlin,
1977), but it has been much less successful in iden-
tifying the specific environments that have such
effects. Eaves, Prom, and Silberg’s (2010) devel-
opment of the longitudinal twin and parent design
(LTAP) has provided one good way forward. The
findings showed a strong effect of antisocial par-
ents on antisocial behavior in the children—an
effect that was substantially environmentally
mediated via the effect of parental neglect.

However, the development of more than a
dozen variations of “natural experiment” that
serve to “pull apart” variables that ordinarily go
together has provided a substantial range of tests
for environmental mediation (Rutter, 2007,
2012b). These have shown the reality of major
environmental effects for certain key environ-
mental features (such as discord, disharmony,
and neglect). The analysis of nature—nurture inte-
gration has to begin with a clear testing of the
separate effects of each. Van IJzendoorn et al.
(2011) have argued for the value of using a ran-
domized controlled trial to test for the environ-
mental effect of the E in GxE studies—citing
three relatively small studies that used this
approach (Bakermans-Kranenburg, Van
IJzendoorn, Pijlman, Mesman, & Juffer, 2008;
Beach, Brody, Lei, & Philibert, 2010; Kegel,
Bus, & van IJzendoorn, 2011). Overbeek,
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Weeland, and Chhangur (2012) put forward the
same argument—adding a further example
(Cicchetti, Rogosch, & Toth, 2011) and a further
paper on the Brody/Beach study (Brody, Beach,
Philibert, Chen, & Murry, 2009). However, as
Rutter (2012c) pointed out, although an RCT is
indeed the best way of testing the effect of an
intervention, the findings cannot be extrapolated
backwards to an E effect years earlier—a serious
limitation in the light of Karg, Burmeister,
Shedden, and Sen (2011) finding that GXE with
respect to the serotonin transporter polymor-
phism mainly applied to maltreatment in child-
hood as the E but with depression in adult life as
the resulting phenotype.

With respect to both epigenetics and HPA
effects, there is abundant evidence that there are
environmental effects, but what is not clear at the
moment is the extent to which such effects
account for individual differences (e.g., in
whether the stress effects are sensitizing (i.e.,
increasing vulnerability) or steeling (i.e.,
strengthening stress resistance); whether they
are, or are not, associated with psychopathology;
and whether or not they persist over time). One of
the problems in investigating epigenetic effects in
humans is the fact that the effects tend to be tis-
sue specific. Because epigenetic changes cannot
be examined in the brain during life, there has
had to be reliance on either postmortem studies
or studies of other tissues in the hope that these
may adequately reflect what is going on in the
brain. So far as HPA effects are concerned, it is
clear that the effects of acute stress are rather dif-
ferent from those of chronic adversity, and it is
also apparent that we do not know how far HPA
effects are associated with the individual differ-
ences in psychopathology following adverse
experiences (Gunnar & Vazquez, 2001, 2006;
Loman & Gunnar, 2010).

Gene-Environment
Correlations (rGE)

Gene—environment correlations (rGE) concern
genetic influences on individual variations in
people’s exposure to particular sorts of
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environments. Plomin et al. (1977) differentiated
among “passive,” “active,” and “evocative” rGE.
Passive means that the rGE derives from parental
genes influencing the rearing provided. The
child’s genes and the child’s behavior are not
implicated. Passive rGE needs to be studied
through twin studies of parents (Neiderhiser
et al., 2004), with a focus on the phenotype of the
rearing environment. Note that this is not synony-
mous with a shared environmental effect because
it cannot be assumed that passive rGE will affect
all children in the same way or to the same degree
(Rutter, Moffitt, & Caspi, 2006).

“Active” and “evocative” rGE are different
because they concern the child’s genes. “Active”
rGE concerns the genetic effects on the child’s
behavior that serves to select or shape the envi-
ronments experienced. Thus, this will be influ-
enced by the child’s genetically influenced
behaviors, attitudes, and interests. Some children,
for example, spend their free time reading on
their own, others will be out with peers on the
football field, yet others will be practicing some
musical instrument, and many will be out playing
and chatting with friends or hanging around
street corners up to some mischief with other
members of a gang. These experiences will, in
turn, play a role in the child’s development.
“Evocative” rGE is different because it is solely
concerned with the interpersonal aspects of the
social environment. Thus, children’s tendency to
annoy others, or have fun with them, or to exer-
cise leadership will play a role in shaping the
environment experienced by means of an effect
on other people’s treatment of them.

Child-based designs are needed to assess
“active” and “evocative” rGE. For example,
adoption designs may be used to determine if
genetically influenced features of the biological
parents who did not rear them are associated with
effects on the rearing provided by the adoptive
parents who do not share the children’s genes (Ge
et al., 1996; O’Connor, Deater-Deckard, Fulker,
Rutter, & Plomin, 1998).

There are strong reasons for expecting to find
substantial rGE. It is well demonstrated by ani-
mal models that there is significant niche con-
struction by animals such as beavers, weaver
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birds, and termites who modify their physical
environment through building dams or construct-
ing nursery environments for their offspring
(Kendler & Gardner, 2010). In addition to effects
on their physical environment, in social animals,
there will be shaping and selecting through par-
ent—offspring, mate, and adult—peer relation-
ships. In humans, too, there is ample evidence
that individuals do shape and select their environ-
ments. Because this will come about through the
behavior of either the parents or the children,
genetic influences on those behaviors will result
in a genotype—environment correlation. Kendler
and Baker (2007) undertook a systematic review
of 55 independent studies in humans, using
genetically sensitive designs in order to estimate
the heritability of the environmental measures.
Thirty-five environmental measures were exam-
ined by means of at least two studies, and the
weighted heritability estimates mainly fell in the
15-35 % range with a weighted heritability mean
of 27 %. Heritability was 29 % for self-report
measures, 26 % for informant report measures,
and 14 % for direct rater or videotape observa-
tions. The last finding that observation measures
had a much lower heritability might suggest that
the heritability reflected perceptions of the envi-
ronment and not the actual environment.
However, most of the observational measures
were based on very short observations (typically
about 10 min), whereas self-reports and infor-
mant reports were based on a much greater time
period. If it was the time period, rather than the
method of rating, that was responsible for the
lower heritability, it should follow that the herita-
bility ought to be much higher when it was exam-
ined across time periods. This was indeed what
was found by Foley, Neale, and Kendler (1996)
measured over a 12-month period and by Kendler
(1997) over a 5-year period. In both studies, the
heritability of the temporally stable aspects of the
environment was about twice as great as those
obtained by measurements on one occasion.
Kendler and Baker (2007) appropriately con-
cluded that heritability was not solely the result
of subjective perceptions but rather reflected
“real” environmental experiences. There was
also some evidence that the heritability of the
environment might increase during adolescence
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as individuals became more able to control and
influence their environment.

Kendler and Baker (2007) found that experi-
ences that are largely dependent on an individu-
al’s own behavior (as would be the case with
family discord or conflict) are more heritable than
“fateful” events independent of the person’s own
actions (such as bereavement). Secondly, whether
reported by the parent or the child, parenting
behavior reflecting the emotional quality of the
parent—child relationship was more heritable than
parenting behavior related to disciplinary styles.
They suggested that the latter might be more like
a social attitude in which parenting learned
through their own experience was applied equally
to all of their children, whereas emotional quality
was impacted by the genetically influenced tem-
perament of both parent and child. Evidence also
indicated that genes from each person involved in
a relationship appeared to contribute to its quality.
Obviously, genetic factors cannot in any direct
way “code” for specific environments. Rather, the
rGE derives out of genetic influences on some
form of behavior. Adoption studies provide a way
of studying mediation effects with a design that
separates the influences from biological parent-
age from the influences associated with rearing.
Studies by Ge et al. (1996) and by O’Connor et al.
(1998) showed that children born to (but not
reared by) mothers with drug or alcohol problems
had adoptive mothers who showed more negativ-
ity towards them. More detailed analyses showed
that this effect was mediated by the evocative
effect of the children’s disruptive behavior on
their adoptive mothers and, moreover, that this
was found to a broadly similar degree in children
not at genetic risk. This certainly means that
research attention needs to be focused on the
behaviors rather than on the genetics as such. The
first implication, nevertheless, is that, because of
rGE, it follows that part of the mediation of a risk
factor that is descriptively environmental in nature
(such as marital conflict and breakup, sexual
abuse, or lack of social support) is likely to be
genetic, and that is indeed what has been found.
The clear implication is that it is essential to test
for, not just assume, environmental mediation,
and that is where natural experiments come into
their own (Rutter, 2007, 2012a).
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Although the focus of research needs to be on
the behaviors involved in shaping or selecting the
environments, multivariate genetic analyses can
be highly useful in identifying the behaviors that
mediate the genetic effect. This is done by treat-
ing the E as a phenotype. Sometimes the answers
have been surprising. For example, Braungart,
Plomin, DeFries, and Fulker (1992) found that
only 23 % of the genetic variance on the HOME
measure was accounted for by the child’s score
on the Bayley test of mental development. A fur-
ther study showed that task orientation seemed to
be the key mediator. Similarly, Kendler, Jacobson,
Myers, and Eaves (2008) examined the mediat-
ing elements in the association between peer
deviance (PD) and conduct disorder (CD). The
study involved adult male twins and used a life
history calendar to assess CD and PD. There
were strong genetic influences on CD, with con-
sequent environmental effects on PD through the
peer network. In turn, PD had consequent effects
on CD. In other words, the findings suggested a
bidirectional process. rtGE was found for peer
deviance, which had an environmentally medi-
ated effect on CD. The rGE for peer deviance was
largely mediated through the social selection of
like-minded deviant peers.

Sometimes, geneticists write and talk as if the
correlation is truly between genes and environ-
ment, which implies that DNA could be in the
environment. The same applies to niche con-
struction (as with the beaver example given
above). The implication is that the niche is genet-
ically driven to create an environment that is
maximally suited to the individual. The key point,
however, is that the rGE has to operate through
some behavior. This could bring about an adap-
tive, or a maladaptive, environment. In humans,
the mediating behavior most studied has con-
cerned the child’s disruptive behavior, but the
range of possibilities is much wider than that.

Gene-Environment
Interactions (GXE)

Until the 1990s, most behavioral geneticists
tended to dismiss GXE as sufficiently unimport-
ant and sufficiently rare that it was safe to ignore
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it in partitioning the variance between G and E
(Plomin, DeFries, & Fulker, 1988). This dis-
missal was based on the infrequency with which
interactions have been found between anony-
mous genes and anonymous environments, both
considered as a whole. That was not the appropri-
ate focus because a universally operative GxE
was most unlikely and because known examples
of GxE applied only to specifics (Rutter &
Pickles, 1991).

There are four positive reasons why GxE was
expected to be quite common (Rutter et al, 2006).
First, genetically influenced differential responses
to the environment constitute the mechanism that
has been thought to give rise to evolutionary
change. To reject GXE would mean rejection of
the cornerstone of evolutionary thinking. Second,
to suppose that there is no GXE would require the
assumption that responsivity to the environment
is the one biological feature that is uniquely out-
side of genetic influence. That seems implausible
in the extreme. Third, a wide range of human and
other animal, naturalistic, and experimental stud-
ies have shown huge heterogeneity in response to
all manner of environmental features—both
physical and psychosocial. It is implausible that
this variation involves no genetic influence.
Fourth, behavioral genetic studies have provided
many pointers to likely GxE—particularly in
relation to depression and antisocial behavior
(Rutter & Silberg, 2002). However, this evidence
is rather circumstantial, and the situation became
transformed by the molecular genetic advances
that allowed individual susceptibility genes to be
identified and by the increasing range of “natural
experiment” strategies that allowed a better test-
ing for environmental mediation of effects.

Before turning to the substantive findings on
GxE, it is important to note five key methodolog-
ical issues. Thus, first, it is important to check
whether scaling variations have resulted in arti-
factual GxE. That is because it has long been
known that changes in scale can either introduce
artifactual GxE or alternatively artifactually
eliminate true GXE. That is, changes in scale can
either eliminate true GXE or create a false impres-
sion of GXE when, in reality, there is no biologi-
cal GxE. Second, synergistic GxG interactions
could account for apparent GXE, and it is neces-
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sary to use strategies that can separate the two. In
other words, what seems on the surface to be
GxE is in fact representing two or more genes
reinforcing the actions of each other. Third, both
additive and multiplicative synergistic interac-
tions must be examined. Geneticists have tended
to favor multiplicative GXE that uses a log scale,
whereas most biologists consider that additive
synergistic interactions appear more plausible
(Kendler & Gardner, 2010). The conventional
terminology is unfortunate because the term
“additive” suggests a lack of interaction, whereas
here it means there is an interaction, but it is one
that does not require a logarithmic scale. Fourth,
it is known that rGE can sometimes give rise to a
misleading impression of apparent GXE and,
again, that possibility must be tested in a rigorous
fashion. Finally, as always, proper attention must
be paid to multiple tests, and findings should be
corrected appropriately.

Risch et al. (2009) have argued that it is
improper to test for interactions if there is no sta-
tistical main effect, but statisticians are divided
on this. Both forward and backward modeling
have a mixture of plusses and minuses, and dog-
matic assertions that there is only one acceptable
approach have to be rejected (Rutter, Thapar, &
Pickles, 2009). Human epidemiological studies
of GxE were first put on the map through the
Dunedin studies using identified candidate genes
(selected on the basis of biological findings) and
measured environments. The pattern of findings
was similar in all their studies. That is, there was
no genetic main effect; there were a weak envi-
ronmental main effect and a much stronger GXE
effect. Risch et al. (2009) are correct that if there
is GxE, there must be some genetic main effect,
but the main conclusion from the Dunedin stud-
ies is that, with a sample size of about 1,000, the
genetic main effect was too small to be identified
(Caspi, Hariri, Holmes, Uher, & Moffitt, 2010).

Risch et al’s (2009) meta-analytic review
dismissed the Dunedin findings as likely to be
artifactual. However, the Risch et al. (2009) study
was based on an unrepresentative, and biased,
selection of studies, an exclusively statistical
concept of GXE, and a failure to consider either
the specific steps taken in the Dunedin studies to
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test for possible scaling effects, possible GxG,
possible effects of rGE, etc., as well as com-
pletely ignoring basic science, human experi-
ments, and animal models (Caspi et al., 2010;
Uher & McGuffin, 2009). Thus, Caspi and his
colleagues tested GxE using several different
measures of outcome that varied in their scaling
properties. They tested for GXE using a different
gene that was similar in scaling, but differed in its
biology, and, again, found no GxE. This indi-
cated that the GXE was a function of the biology
and not of the scaling. Similarly, they tested the
possible effects of GxG by examining the timing
of the interaction. If the interaction reflected
GxG@, it should not show a timing effect, whereas
if it was a true GxE, the interaction should apply
only to E that preceded the interaction. The latter
was found to be the case. In addition to all of that,
Risch et al. (2009) focused exclusively on the use
of life events as the measure of E—despite the
fact that GXE had been found with maltreatment
as well as with life events.

The topic of GXE needs to be considered from
two different perspectives. First, the epidemio-
logical findings need to be complemented by the
experimental findings—both human and those
using animal models. Secondly, attention needs
to be focused on whether the findings apply in the
same way to life events and to maltreatment and
other adversities.

With respect to the latter, it is relevant that a
much more extensive meta-analysis was under-
taken by Karg et al. (2011). They dealt with 54
studies of interaction between 5-HTTLPR and
various forms of stress in relation to the develop-
ment of depression. The most important finding
from this study was that there was only a weak,
marginally significant, GXE in relation to life
events but a highly significant, much stronger,
GxE using maltreatment as the E. That means that
the GxXE applied to an E operating in early child-
hood in relation to an outcome that only became
manifest in adolescence or early adult life. The
clear implication is that the biological causal
pathway was likely to operate over a long time
span. That means that it is probably a mistake to
focus on the effects of stress in provoking the
onset of a disorder, and, instead, attention needs
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to be focused on the effects of adverse experi-
ences in increasing the liability to a disorder (not
just its timing). In that connection, too, Uher et al.
(2011) found that the interaction between child-
hood maltreatment and the serotonin transporter
promoter genotype in the Dunedin cohort applied
only to persistent (i.e., chronic or recurrent)
depression as the outcome variable.

Human experimental studies of GxE with
respect to the 5-HTTLPR used an intermediate
phenotype. The intermediate phenotype, to be
useful, must be on the same biological pathway
that leads to disorder, must involve a stress chal-
lenge that is open to manipulation, and must give
rise to an immediate or non-delayed response
that can be objectively measured; Hariri et al.
(Hariri et al., 2002; Hyde et al., 2011) examined
the amygdala activation response to fearful stim-
uli with the key comparison being the short- and
long-allele versions of the S-HTTLPR genotype.
They found a significantly greater activation in
those with a short allele—in other words, the
same as found in the epidemiological studies
(Hariri et al., 2005; Heinz et al., 2004). The find-
ings, and others using similar techniques, con-
firmed the reality and meaningfulness of the
GxE, but it was a crucially important method-
ological feature that the samples used were all
screened to be free of psychopathology. This
means that the GXE is not confined to individuals
with the outcome variable in question—whether
that be depression or antisocial behavior. Rather,
it applies to a biological pathway that applies to
everyone. However, studies using clinical sam-
ples (Caspi et al., 2010) showed the same, so that
clearly it is relevant for psychopathologies.

The same broad conclusions derived from ani-
mal models. Thus, the short allele of the
5-HTTLPR was associated with serotonin metab-
olites in the cerebrospinal fluid (Bennett et al.,
2002), visual response to stimuli (Champoux et al.,
2002), increased adrenocorticotropic hormone
(ACTH) levels (Barr et al., 2004), coping responses
(Spinelli et al., 2007), and brain morphology
(Jedema et al., 2009). Suomi’s research group
used rhesus monkeys to examine the effects of the
interaction between the 5-HTTLPR genotype
and the pattern of rearing (Nelson et al., 2009).
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They used a chronic experience and not an acute
stress. The chronic experience concerned rearing
by peers, which their own research, as well as
that by others, had shown to carry substantial risk
effects. Other studies using infant rhesus
macaques have focused on the acute response to
a human intruder (Kinnally et al., 2010). The fact
that the findings were less clear-cut may well be
a consequence of using a single social separa-
tion—relocation procedure, rather than a different
maladaptive form of rearing.

Rodent Studies

Rodents show functional variation in the 5-HTT
gene, but there is no equivalent of the repeat
length polymorphisms (i.e., short or long) seen in
humans. Nevertheless, there are other polymor-
phisms at other regions of the 5-HTT gene (Caspi
et al., 2010). These have been investigated in two
rather different ways. First, knockout rat mutants
(and those with transgenic overexpression of
5-HTTLPR) have been studied. The findings
have shown that the neural consequences extend
well beyond those stemming from 5-HTTLPR
and its role in 5-HTTLPR availability. Caspi
et al. (2010) argued that the 5-HTT modulates
stress reactivity through its effects on neurolim-
bic circuitry (Hariri, Drabant, & Weinberger,
2006). The second approach has been to study
directly the only known single-nucleotide poly-
morphism (SNP) in the coding region of the rat’s
5-HTTLPR homologue (Belay et al., 2011). The
findings showed a GXE with respect to the effects
of the prenatal environment on the HPA axis and
with the postnatal environment on behavior.
Once more, the findings suggested a develop-
mental, as well as stress reactivity, effect. The
fact that the prenatal and postnatal effects differ
is also in keeping with the hypothesis that the
genetic effect is on a general environmental sus-
ceptibility (see below). The findings also showed
a prenatal stress interaction for glucocorticoid
mRNA levels, emphasizing the biological impact.

Most of the discussion of GXE focuses on it as
representing a genetic moderation of a response
to adverse environments. However, both Belsky
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and Boyce and their coworkers have pointed out
that evolutionary considerations mean that it is
more likely that susceptibility applies to most
environments and not just adverse ones (Ellis,
Boyce, Belsky, Bakermans-Kranenburg, & Van
IJzendoorn, 2011). They put forward some evi-
dence that the same polymorphic variance associ-
ated with vulnerability in adverse environments
is also associated with a better response to posi-
tive ones. It is much too early to accept or reject
the hypothesis about the so-called plasticity
genes, but the evidence in support is growing.
Nevertheless, there has yet to be direct testing of
the hypothesis that the polymorphism associated
with vulnerability in the context of adversity is
also associated with a greater beneficial response
to positive environments such as therapeutic
interventions in the same individuals. Until that
has been done, there has to be caution over the
claims. However, the study by Simons et al.
(2012) provides findings that come closest to
what is needed (see discussion below on the
monoamine oxidase A (MAOA) genotype).

GxE with Respect to the MAOA
Genotype and Antisocial Behavior

The most space has been given to the 5-HTTLPR
findings because they have given rise to the most
research. However, it is necessary to note the par-
allel findings on the MAOA gene and the interac-
tion with maltreatment in relation to antisocial
behavior in the children (Caspi et al., 2002).
Maltreatment was selected as the E variable
because of the evidence that it has lasting neuro-
chemical correlates in both humans and other
animals. The gene concerned a functional poly-
morphism in the promoter region of MAOA gene.
The findings showed that maltreated children
whose genotype gave rise to low levels of MAOA
were more likely to develop antisocial behavior
as measured in several different ways. Similar
methodological checks were undertaken to those
employed with the 5S-HTTLPR. The result held
up, (Foley et al. 2004; Fergusson, Boden,
Horwood, Miller, and Kennedy 2012) as did the
findings of a meta-analysis (Kim-Cohen et al.,
2006; Taylor & Kim-Cohen, 2007).
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The Fergusson et al. (2012) report, based on
the Christchurch longitudinal study, brought out
several other important findings. The findings
confirmed the Caspi et al. (2002) finding of GXE
with the low-activity variant of the MAOA gene
in males. This is in keeping with most other pub-
lished reports (but not all) (Huizinga et al., 2006;
Prichard, Mackinnon, Jorm, & Easteal, 2008), but
the findings suggested that the GXE also applied
to other environmental factors (such as smoking
and maternal deprivation) and personal factors
(such as IQ). Queries need to be raised about the
assumption that these represented causal influ-
ences. Thus, three different types of actual exper-
iment (D’Onofrio et al., 2008; Obel et al., 2011;
Thapar et al., 2009) have shown that the risks
associated with prenatal smoking exposure prob-
ably reflect genetic, and not environmental, medi-
ation of risk (Thapar & Rutter, 2009).

A key study is that by Nikulina, Widom, and
Brzustowicz (2012) using a prospective cohort
design involving court-substantiated cases of
child abuse and a comparable control group—
both followed up into adult life and interviewed.
The study was innovative in looking for possible
sex and ethnicity differences and in examining
depressive and alcohol abuse phenotypes, as well
as antisocial behavior. The findings were compli-
cated by the number of 3-way interactions but
were important in showing that the high-activity
variant predisposed to depressive phenotypes in
females (but not males). No sex differences were
found with respect to alcoholism. With respect to
depressive phenotypes, the low-activity variant
was protective in whites, but the high-activity
variant was protective in nonwhites. There are
too few studies to draw firm conclusions on eth-
nic differences.

Findings from the Iowa Adoption Studies con-
firmed the GXE with respect to the MAOA geno-
type and antisocial behavior (Beach et al., 2010)
but also showed that a new variable nucleotide
repeat (VNTR) added to the variance explained
in predicting antisocial personality disorder in
females.

Recent research has sought to investigate fur-
ther the possible moderating role of variations in
the social context. For example, Mertins, Schote,
Hoffeld, Griessmair, and Meyer (2011) used an
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experimental design to vary information about
other people’s behavior in relation to private and
public investment. In the first round (in which
there was no information on other people’s behav-
ior), male participants contributed approximately
half of their point endowment. Further rounds
showed that low-MAOA-activity males contrib-
uted less to the public good than high-activity
males. The reverse, however, applied in females.
In keeping with other research (Meyer-Lindenberg
& Weinberger, 2000), it is clear that MAOA asso-
ciations usually show a sex by genotype interac-
tion—meaning that the effects in males and
females differ and may even work in opposite
directions. Lee (2011) studied the association
between deviant peer affiliation and antisocial
behavior as possibly moderated by the MAOA
genotype. The sample studied prospectively was a
large group of male Caucasian adolescents and
young adults from the Add Health study. Low-
activity MAOA was associated overall with sig-
nificantly more overt antisocial behavior (ASB),
but deviant peer affiliation predicted ASB more
strongly in individuals with the high-activity
MAOA genotype. Thus, there was an apparently
main effect of low-activity MAOA on ASB but
(perhaps because of neural effects) (Buckholtz &
Meyer-Lindenberg, 2008) a significant GXE with
respect to high-activity MAOA. Note that although
this is the opposite of what Caspi et al. (2002)
found, Caspi’s GxE referred to maltreatment,
whereas this concerned a deviant peer group,
which is likely to operate rather differently.
Simons et al. (2012) using longitudinal data
from a sample of several hundred African
American males focused on adherence to a street
code of violent identity as the social context vari-
able in relation to a hostile demoralized commu-
nity. Possible genetic differential susceptibility
combined three genes S-HTTLPR, the dopamine
receptor gene DRD-4, and the MAOA gene. A
hostile environment had significant effects on
street code and on aggression, whereas the plas-
ticity genes did not. Respondents with several
plasticity alleles were more likely to engage in
aggression when exposed to a hostile environ-
ment but /ess likely in its absence—a crossover
effect indicating GXE. Further analyses showed
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that adopting the street code served as a mediator
of the effects of a hostile environment on aggres-
sion. The findings provide probably the best sup-
port so far for Belsky’s differential susceptibility
hypothesis (Belsky & Beaver, 2011; Belsky &
Pluess, 2009).

Animal models, using rhesus macaques, have
given rise to findings that are difficult to interpret.
Newman et al. (2005) found that mother-reared
monkeys with the low-activity MAOA genotype
were more aggressive than low-activity nursery-
reared animals or any animals with a high-activity
genotype. The authors raised queries about the
compatibility with abusive human environments.
Karere et al. (2009) somewhat similarly exam-
ined social context variations—contrasting
infants reared with mothers and up to 150 other
animals in large cages, reared with mothers in a
smaller group, reared with mother and access at
most to one other mother—infant pair, and reared
with same-aged peers in a nursery. All groups
were exposed to a brief social challenge at 3—4
months. Low-activity genotype animals reared
under adverse conditions were at the greatest risk
of adverse outcomes. However, adverse rearing
that involved exposure to more aggression facili-
tated the impact of genotype on anxiety, but
adverse conditions that did not involve such
exposure did not. As the title of the article noted,
the findings raise questions on what is meant by
an adverse environment and on human parallels.
The primate studies note the role of GxE, but
they neither support nor reject the specifics of the
human studies.

Schizophrenia and Other Outcomes

Although this chapter has provided a broad cov-
erage of the research literature, there are other
genotypes and other outcomes that have not been
considered—such as physical assault in suicide
attempts (Ben-Efraim, Wasserman, Wasserman,
& Sokolowski, 2011), unusual deprivation-
specific patterns (Kumsta, Rutter, Stevens, &
Sonuga-Barke, 2010), and response to interven-
tions on ‘“externalizing behavior” (Bakermans-
Kranenburg et al., 2008) and mother—infant
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separation (D’Amato et al., 2011). These and
numerous other reports underline the fact that, so
far, gene—environment interdependence has been
examined in relation to rather a narrow range of
genotypes and of environments. Nevertheless,
the principles appear broadly similar across the
range although, of course, the specifics vary.

Meyer-Lindenberg (2011) has argued that
GxE research in schizophrenia needs to start with
evidence on neural system findings in the disor-
der—noting the role of dopaminergic mecha-
nisms, which suggested the likely importance of
COMT. He also noted that the GXE focus might
be better placed on neural effects than on a behav-
ioral phenotype. He noted the evidence showing
the role of 5-HTTLPR in amygdala activation
(Munafo, Brown, & Hariri, 2008). Regarding E,
he pointed to the evidence implicating migration,
urbanicity, and social status (van Os & Poulton,
2008). Meyer-Lindenberg argued that the neural
evidence suggested attention to social status, and
Zink et al. (2008) designed an experimental strat-
egy that could manipulate perceived social status.
The findings showed that the brain responses to
superiority and inferiority were dissociable.

In keeping with the need to start with the evi-
dence on neural features and on cannabis effects,
various prospective population studies found that
cannabis greatly increased the risk for schizo-
phrenia (Arseneault et al., 2002; Fergusson,
Horwood, & Swain-Campbell, 2003; Henquet
etal.,2005; van Os et al., 2002; Zammit, Allebeck,
Andreasson, Lundberg, & Lewis, 2002). However,
the same research showed that despite odds ratios
of 2 to 3, many individuals used cannabis without
developing schizophrenia and many people with
schizophrenia had not taken cannabis. The
research findings showed that the risk was great-
est in the case of those first using cannabis in ado-
lescence rather than adult life and in those with
heavy cumulative exposure to cannabis. Using
the biological findings of COMT effects on the
dopamine system (Harrison & Weinberger, 2004),
Caspi et al. (2005) used the Dunedin longitudinal
study to investigate the hypothesis that COMT
genotype might moderate the cannabis risk effect
on schizophrenia. They found that the greatest
increase in schizophrenia was in those with the
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Val/Val genotype, a lesser increase in those with
the Val/Met, and no increase in the Met/Met indi-
viduals. The finding that the schizophrenia risk
stemmed only from cannabis use and not heroin
or cocaine suggested that the mediation was
through biochemical pathways rather than social
stressors (Rutter et al., 2006).

Research since the Caspi et al. (2005) paper
was sought to take understanding of the postu-
lated GxE forward in several different ways.
First, it appears that it is important to consider the
role of dosage. Di Forti et al. (2009) found that
people with a first episode of psychosis, as com-
pared with controls, had used cannabis for longer
and with a greater frequency. In addition, they
were much more likely to have used high-potency
cannabis (sinsemilla or “skunk”). The implica-
tion is that the psychosis risk is a function of
heavy, prolonged exposure to A9-THC.

Estrada et al. (2011) in a study of young psy-
chiatric patients (mean age 17 years)—80 with
schizophrenia spectrum disorders and 77 with
other nonpsychotic disorders—showed that age
at first cannabis use correlated with age at onset
of psychiatric disorder (so that earlier cannabis
use was associated with earlier onset). The
Vall58Met genotype was not associated with
either diagnosis or cannabis use, but the Val/Val
genotype was associated with an earlier age of
onset than with Met carriers. Pelayo-Teran et al.
(2010) also examined the age of onset in a cross-
sectional study of 174 patients with a first episode
of psychosis. Among nonusers of cannabis, the
age of onset was later, and duration of psychosis
was longer in met homozygotes—suggesting that
the GxE reflected a moderator effect of cannabis
in suppressing the delay effect of the met allele.

Zammit, Owen, Evans, Heron, and Lewis
(2011) by contrast, in a study of a subsample
(2,630) of the Avon Longitudinal Study of Parents
and Children (ALSPAC) at ages 14 and 16 years,
found that the 168 individuals who had used can-
nabis at age 14 had an odds ratio of 2.5 for psy-
chotic-like symptoms at age 16 years. GXE was
examined only using a multiplicative model
(despite Kendler and Gardner (2010) putting for-
ward reasons for preferring an additive synergistic
model). No GXE was found—thus not confirming
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the Caspi et al. (2005) findings. Despite the
message of the paper, limited weight should be
attached to the negative findings—because of the
misleading reliance on psychotic-like symptoms
in adolescence rather than a schizophrenia spec-
trum disorder, because of an equally misleading
reliance on a multiplicative model, and because of
the small subsample studied.

Henquet and colleagues (Henquet et al., 2009;
Henquet, Rosa, Krabbendam, & Sergi Papiol,
2006) used an experimental approach to test the
causal inference of the Vall58Met polymorphism
GxE effect. In the first study, they used a sample
of patients, relatives and controls, to give a single
dose of THC—the psychoactive ingredient of
cannabis (or placebos). Those with the homozy-
gous Val genotype were more likely to develop
THC-induced psychotic symptoms, but this was
contingent on previous evidence of psychosis
liability. The later study used a structured diary
technique to investigate if exposure to cannabis
increased the level of psychotic symptoms and if
this was moderated by the COMT Vall58Met
genotype. The findings were broadly in line with
the first study but with the additional indication
that hallucinations were a more sensitive pheno-
type than delusions. The implication is that there
is a GxG synergism as well as a GxE.

There is no acceptable animal model of
schizophrenia, but studies of both rats (Pistis
et al., 2004; Schneider & Koch, 2004) and mice
(O’Tuathaigh et al., 2010) have examined neuro-
cognitive phenotypes on the grounds that schizo-
phrenia involves cognitive features that are likely
to be effected by cannabis (Ayhan, Sawa, Ross, &
Pletnikov, 2009). The findings are not entirely
consistent, but there is evidence of greater THC
effects on cognition during adolescence and that
there is suggestive COMT modulation of adoles-
cent THC effects.

Human studies of the effects of cannabis use
in adolescence on brain structure and function
are limited, but there is growing evidence of last-
ing effects on neurodevelopment and cognitive
performance (Casadio, Fernandes, Murray, & Di
Forti, 2011; Meier et al., 2012).

Putting together all sources, there is strong
evidence that cannabis has a contributory causal
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role in the etiology of some psychotic illnesses
and that this risk is strongest in the case of heavy
early use in individuals with a preexisting vulner-
ability to psychosis. The evidence of a GXE effect
in which individuals with the Vall58Met poly-
morphism are most vulnerable is also strong,
although not completely overwhelming.
However, it is most unlikely that cannabis use
constitutes the only environmental risk. Thus,
Harley et al. (2010) showed that both cannabis
use and childhood trauma were independently
associated with psychotic symptoms but the risk
was greatest when they were both present. As
already noted, it is also clear that many individu-
als develop schizophrenia in the absence of can-
nabis use and many people use cannabis without
developing schizophrenia.

Methodological Matters

Because of the unavoidable complexity of trying
to analyze gene-gene and gene—environment
interactions, there have been several attempts at
developing rule-based algorithms using both
additive and multiplicative interactions as well as
a range of different types of genetic models
(Amato et al., 2010; Ding, Killberg, Klareskog,
Padyukov, & Alfredsson, 2011; Lehr, Yuan,
Zeumer, Jayadev, & Ritchie, 2011; Peng, 2010;
Wakefield, De Vocht, & Hung, 2010). They have
mainly been recommended as tools for the prese-
lection of attributes to be used in more complex
computationally intensive approaches. However,
doubt needs to be expressed regarding the focus
on purely statistical approaches to GXE, without
concern for the biology (Caspi et al., 2010).
There have been increasing concerns in recent
years over the problem of publication bias
(Duncan & Keller, 2011; Ioannidis, 2005). There
can be no doubt that the problem of publication
bias is a real one, but valid concerns are some-
times used unfairly to damn good work. Critics of
GxE research have usually argued for exact repli-
cations with a narrowly defined environmental
feature. That does not seem a sensible way for-
ward because none of the research suggests that
GxE applied only to very specific stressors and
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the pooling of such stressors as advocated by
Karg et al. (2011) and by Fergusson et al. (2012)
appears a valuable way of moving forward.
Sugden et al.’s (2010) study, showing that sero-
tonin transporter gene moderated emotional
problems following bullying victimization, uses
the same way of proceeding. Robins (1978),
years ago, argued that sturdy replication means
that similar results should be found despite varia-
tions in sample characteristics, phenotype mea-
surement, and environmental exposure. That
needs to be the requirement with respect to the
biology, and it is foolish to demand an exact
copying of the details. A valid finding should be
robust to variations in the details.

Clinical, Conceptual, and Research
Implications of Gene-Environment
Interdependence

First, the findings on developmental perturba-
tions, such as congenital anomalies, chromosome
anomalies, and copy-number variations (CNVs),
highlight the need to consider both their causes
and their effects. High maternal age and high
paternal age increase the likelihood of such
anomalies occurring, but the anomalies do not
account for individual variations in psychopatho-
logical consequences. By what mechanisms do
raised maternal and paternal age have their
effects? Why are all of these developmental per-
turbations more common in certain mental
disorders but not in others? Insofar as any of these
have causal effects on psychopathology, as seems
very likely to be the case with CNVs—how do the
causal effects arise and why are they so diagnosti-
cally nonspecific? All of us need to be more aware
of the probable importance of these developmen-
tal perturbations, as well as appreciate the uncer-
tainty as to whether it is valid to group them all
together and accept the uncertainty.

The epigenetic findings have shown that expe-
riences can alter the biology by influencing gene
expression. This constitutes one possible mediat-
ing mechanism for the biological embedding of
environmental experiences. Its conceptual impor-
tance is that it serves as a reminder that the effects
of experiences are part of biology and are not
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separate from it. The finding that the epigenetic
effects of gene expression are neurochemically
mediated means that it could turn out to be appro-
priate to consider using medication to treat the
effects of psychosocial adversities, although that
remains highly speculative at the moment. As
discussed, although it is well demonstrated
through research that spans several different spe-
cies that experiences do bring about epigenetic
effects, two major questions remain unanswered.
First, do these explain the individual differences
in response to experiences, and, second, do the
epigenetic effects account for effects on the men-
tal disorder outcome when that occurs? This
query needs to be addressed at several different
levels. Thus, epigenetic effects are likely to bring
about the changes in HPA functioning, but is it
the epigenetic effects or is it the HPA axis effects
that actually account for the phenotypic varia-
tions in the development of mental disorder
(Rutter, 2012d)?

The findings on rGE have two important
implications. First, the existence of rGE means
that part of the mediation of the risk effects of
adverse experiences may be genetic rather than
environmental, making treatment strategies
focusing on reducing the environmental risk pos-
sibly less efficacious than hoped for. But it is
probably even more important that the main
mediating effect of the supposed genetic influ-
ence on the environment lies in the evocative role
of disruptive child behaviors rather than any
direct genetic effect. The clinical implication is
that there should be interventions focused on the
negative evocative effects on parents (and others)
of certain child behaviors. Children can, and do,
select and shape their environments, and part of
the risk effects may involve these effects. But is
the main mediator the child’s disruptive behavior,
or are other behaviors also influential?

The implications of GXE are even more impor-
tant, but, in some respects, they are less self-
evident. First, the human experimental data
showing that the neural effects of GXE are found
in individuals without psychopathology, as well
as in those with it, means that there must be a
dimensional perspective in relation to risk effects.
This is, of course, one of the two central features
of developmental psychopathology. The second
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essential feature is the importance of considering
continuities and discontinuities over the span of
development. The finding that GXE is mainly
concerned with effects that are initiated in child-
hood but persist into adult life underlines the
importance of this point.

There has been a temptation by some people
to suppose that the GxE findings mean that seri-
ously adverse experiences such as abuse or
neglect may not matter if someone does not have
the allele associated with environmental suscep-
tibility. That would be a wrong interpretation of
the evidence because the findings show that GXE
effects are to a considerable extent outcome spe-
cific. Thus, the 5S-HTTLPR GxXE is relevant for
depression but not for antisocial behavior. The
converse applies to the MAOA gene. Doubtless
in time, other genes will be found to have effects
on other outcomes. What that clearly means is
that it cannot be assumed that the GxE as studied
so far means that abuse and neglect are harmless
for some individuals because there may be ill
effects on outcomes other than depression and
antisocial behavior. Yet a different reason for it
being wrong to assume that abuse or neglect may
not matter if someone does not have the allele
associated with environmental vulnerability con-
cerns the evidence (which is so far suggestive
rather than conclusive) that the same polymor-
phic variance associated with vulnerability to
adverse environments is also associated with bet-
ter response to positive ones. The implication is
that GXE should be an encouragement for the
likely value of therapeutic or preventive interven-
tions, rather than the reverse (which many have
wrongly assumed).

Despite a few destructive critiques based on
looking at only a small portion of the relevant
evidence, it may be expected that future research
findings will confirm the basic principles of
gene—environment interdependence. On the other
hand, as is evident from the modifications on
details that have come about through research
during the last few years, it is certainly likely that
details will need to be altered. The future of
research into gene—environment interplay is
bright, and the findings are already altering our
understanding of both normal and abnormal psy-
chological developments.
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Conclusion

Concepts of genes (nature) and environment
(nurture) have changed dramatically over recent
decades. Genes were previously thought of as
single features that had, via messenger RNA, a
unitary effect on particular proteins which in turn
led, through ill-understood pathways, to some
phenotypic outcome. No one now thinks of genes
in that fashion. In the first place, each gene actu-
ally involves multiple DNA elements and not just
one. Gene effects are entirely dependent on gene
expression—a process that involves multiple
DNA elements, chance, and the environment—
thus, in a stroke, destroying the qualitative differ-
ence between nature and nurture. The notion that
the only genes that matter being those with effects
on proteins, the rest being “junk” DNA, has also
gone. Many of the most important gene actions
operate through the promotion of other genes,
there being no effect as such on proteins. The
idea that each gene has just one effect has also
had to be abandoned in view of the evidence that
most genes have pleiotropic actions. Finally, it is
now realized that some genes have their effects,
at least in part, through influences on environ-
mental exposure (through rGE) and on environ-
mental susceptibility (through GxE). In this way,
genes, as it were, get “outside the skin.” In addi-
tion, the actions of some genes depend on syner-
gistic interaction with other genes.

Our understanding of the environment has
undergone a similarly great transformation. First,
there has come a realization that because a feature
describes an environment, that does not mean that
the risks are environmentally mediated. A wide
range of “natural experiments” have been devised
to test environmental mediation hypotheses.
Second, environments do not just involve social-
ization experiences, as implied by the word “nur-
ture.” Environments involve prenatal, as well as
postnatal, effects (as illustrated, e.g., by fetal
alcohol influences); and they involve physical, as
well as psychosocial, features (as shown by the
importance of cannabis effects). During the late
1960s, there was a debate on the extent to which
apparent socialization effects reflected children’s
influences on their parents, rather than the other
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way round. It is now clear that the effects can
work in either direction, with bidirectional effects
common. Finally, it has come to be appreciated
that environmental effects get biologically
embedded—i.e., get “inside the skin.” In the past,
too, much attention was paid to the effects of
acute events, whereas now (at least with respect to
GxE) it has been shown that serious chronic or
recurrent adversities (such as physical abuse or
sexual abuse) are more influential.

With respect to gene—environment interplay, it
appears that the processes are not fixed and
unchanging. Rather, there are ill-understood vari-
ations according to social context, sex, and eth-
nicity. This is particularly apparent in the findings
on both the COMT and MAOA effects. It is clear
that the same gene (or the same environment)
may have, in different circumstances, both a
“direct” or “main” effect and one depending on
gene—environment interplay. The notion of the
so-called plasticity genes is an attractive one, and
although the “crossover” effect according to the
presence or absence of adversity is plausible, it
remains to be rigorously tested. rGE effects are
important, not because they have much useful to
say about genes, but because they highlight the
need to study which behaviors account for both
shaping/selecting of environments and evocative
effects influencing other people’s responses.
There is a particular interest in studying environ-
ments, such as the peer group, which may have
either deviance-enhancing or protective effects.

In my opinion, there is nothing to suggest that
there is any value in screening the genome for
G-E interplay when it is defined as a statistical
phenomenon. Rather, the need is for research to
identify the biological pathways involved. So far,
the range of both genes and environments that
have been studied has been quite narrow.
Moreover, all too often the focus has been on a
particular disease or disorder outcome, ignoring
the fact that genes do not code for psychiatric
diagnoses or psychological traits. The future of
research into nature—nurture integration is bright,
and the likely payoff in terms of clinical gains is
also substantial, but the challenges to be dealt
with and the hazards to be overcome remain
substantial.

M. Rutter
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Developmental, Quantitative,
and Multicultural Assessment
of Psychopathology

Thomas M. Achenbach

In the chapter that I wrote for the first edition of
this Handbook (Achenbach, 1990), I focused
mainly on how to conceptualize developmental
psychopathology. In the second edition of the
Handbook (Achenbach, 2000), my chapter
focused on assessment of psychopathology
within the conceptual framework of developmen-
tal psychopathology. In light of growing aware-
ness of quantitative and cultural variations in
people’s needs for help, the time has come to
integrate developmental, quantitative, and multi-
cultural concepts, methods, and findings in order
to advance both our understanding of behavioral,
emotional, and social problems and our efforts to
ameliorate them.

In this chapter, I focus on assessment as a
central nexus where concepts and research related
to developmental aspects of psychopathology
interface with the practical challenges of validly
identifying each individual’s characteristics and
needs for help. Developmental research on
psychopathology has mainly concerned the period
of rapid development from infancy through ado-
lescence. (For brevity, [ use “children” and “child-
hood” in reference to this entire period.) However,
because developmental, quantitative, and multi-
cultural findings are relevant across the life span,
I also address their growing applications to adults.

T.M. Achenbach, Ph.D. (0<)

Departments of Psychiatry and Psychology,
University of Vermont, Burlington, VT 05401, USA
e-mail: thomas.achenbach@uvm.edu

Until recently, most publications, theory, and
research related to psychopathology have been
based on a few rather similar societies. Yet, to
advance knowledge and its potential benefits
beyond those few societies, research and practical
applications must involve more diverse popula-
tions. Quantitative data on individuals in multiple
populations are essential both for advancing the
science of developmental psychopathology and
for taking account of the many similarities and
differences within and between populations.

It is important to highlight some theoretical
differences between traditional cross-cultural
research and the quantitative multicultural
approach illustrated in this chapter. Traditional
cross-cultural research conceptualizes findings
from different populations (often designated as
“cultures”) as if they uniformly characterize most
members of each population. As an example,
when  cross-cultural —researchers compare
Populations A and B that adhere to different reli-
gions, the religious beliefs endorsed by samples
of Population A versus Population B may indeed
reflect categorical differences between beliefs
held by most members of Population A versus
most members of Population B. However, as
argued by the Dutch cross-cultural psychologists
Hubert Hermans and Harry Kempen (1998), the
use of categorical labels such as “individualism
versus collectivism” for other kinds of differences
between populations may falsely represent “cul-
tures as internally homogeneous and externally
distinctive” (p. 1119). In other words, compari-
sons between populations in terms of categorical
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labels may incorrectly imply that all members of
a population are the same (i.e., that the population
is internally homogeneous) and that all members
of each population are different (i.e., externally
distinct) from all members of other populations.

In contrast to categorical comparisons of pop-
ulations, this chapter illustrates measurement of
quantitative variations in problems reported for
large representative samples of individuals in
many populations. The data thus obtained can
then be used to empirically determine whether
populations are “internally homogeneous and
externally distinctive,” i.e., whether members of
one population all have a similar level of prob-
lems and whether that level differs from the lev-
els found for members of other populations.

Developmental Framework

It is now widely recognized that psychopathology
needs to be understood in relation to developmen-
tal processes and to differences in levels of biologi-
cal, cognitive, social, emotional, and educational
development. Even if there is continuity from par-
ticular kinds of developmental perturbations at
early periods to similar or different kinds of pertur-
bations at later periods, so many characteristics
change over the course of development that most
perturbations are unlikely to have the same conse-
quences or to be assessable in the same way in dif-
ferent developmental periods.

Diagnostic Categories

Diagnostic categories of the American Psychiatric
Association’s  (2000; 2013) Diagnostic and
Statistical Manual (DSM) and the World Health
Organization’s (1992) International Classifica-
tion of Diseases (ICD) lack evidence-based
models for relations between development and
psychopathology. As an example, the criteria for
one of the most frequently used DSM diagnostic
categories, Attention Deficit Hyperactivity
Disorder (ADHD), require that “Some
hyperactive-impulsive or inattentive symptoms
that caused impairment were present before age
7 years” (American Psychiatric Association,

2000, p. 92); changed to 12 years in DSM-5. Yet,
research on ADHD has not supported this crite-
rion (Barkley & Biederman, 1997). Furthermore,
for children who are assessed well after the age
of 7, it is not realistic to expect most parents or
children to accurately report whether ADHD
symptoms that caused impairment were present
before age 7. Because a diagnosis of ADHD
requires that at least 6 out of 9 (DSM-5 requires
5 out of 9 for ages >16 years) particular symp-
toms of either inattention or hyperactivity-
impulsivity have “persisted for at least 6 months
to a degree that is maladaptive and inconsistent
with developmental level” (p. 92), it is also
unclear how this 6-month criterion should be
applied retrospectively to parent and/or child
reports of problems occurring before age 7.
Consequently, it appears that, for children older
than 7, retrospective parent and/or child reports
cannot be assumed to validly rule in or rule out
ADHD. Even for symptoms that are present at
the time of a diagnostic assessment, the DSM’s
failure to specify assessment operations for deter-
mining whether the symptoms are “maladaptive
and inconsistent with developmental level”
makes it hard to determine which symptoms
should count toward the diagnostic threshold.

Another kind of developmentally important
issue is raised by diagnostic criteria that are simi-
lar for all ages. To continue with ADHD as an
example, the same symptom lists and diagnostic
thresholds are applied to children of all ages, even
though the base rates and the relevance of the cri-
terial behaviors change greatly from preschool
through adolescence. The criteria are also the
same for males and females, despite possible
gender differences in the prevalence, effects, and
developmental course of the criterial behaviors.
Equally important, changes in criteria from one
edition of a nosology to another and differences
between the DSM and ICD cause differences in
who qualifies for particular diagnoses, which in
turn affects associations between the diagnoses
and developmental parameters. After release of
the DSM-5 and ICD-11, years of research may be
needed to test associations between the new
versions of diagnoses and developmental param-
eters, gender, clinical status, cultural factors,
treatment effects, other diagnoses, etc.
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“Bottom-Up” Approach
to Psychopathology

Rather than relying on DSM and ICD categories,
a more empirical, “bottom-up,” approach to the
developmental study of psychopathology
assesses broad spectra of characteristics relevant
to successful and unsuccessful adaptation within
each developmental period. Not only the charac-
teristics but also the assessment methods, the
sources of data, and the taxonomic organization
of the data need to suit the developmental levels
of the individuals being assessed. For example,
before about 18 months of age, verbal communi-
cation and peer relationships are less relevant
than at later periods, and parents and other care-
givers are typically the main sources of assess-
ment data. The taxonomic organization of
assessment data is also apt to be less differenti-
ated than at later periods.

After about 18 months of age, more diverse
aspects of functioning become important, addi-
tional assessment methods become feasible, and
relevant sources of assessment data expand to
include teachers, self-reports, and eventually inti-
mate partners. Taxonomic possibilities also
become more differentiated to include problems
with attention, learning, self-regulation, reality
testing, social relationships, rule-breaking behav-
ior, substance use, aggression, personal responsi-
bility, etc.

Standardized Assessment
of Psychopathology

Standardized, = developmentally  appropriate
assessment methods need to be applied to large
representative samples of individuals in order to
identify characteristics that distinguish between
individuals who are apt to need professional help
and those who are developing well. As an exam-
ple, cognitive tests have been used for over a cen-
tury (Binet & Simon, 1905) to assess individuals’
performance on standardized, developmentally
appropriate tasks for comparison with the perfor-
mance of normative samples of age-mates.

Standardized assessment of behavioral, emo-
tional, and social problems has a much shorter
history than standardized cognitive assessment.
Moreover, unlike cognitive tests, assessment of
behavioral, emotional, and social problems
requires data on individuals’ functioning in vari-
ous everyday contexts rather than in standardized
test situations. An additional difference is that—
unlike assessment of cognitive abilities in terms
of correct versus incorrect responses to specific
standardized tasks—the assessment of psychopa-
thology involves people’s judgments of behav-
ioral, emotional, and social problems occurring
in response to diverse unstandardized situations.

People differ in what aspects of functioning
they observe, how they judge and remember what
they observe, and their candor in reporting their
knowledge of the individual who is being
assessed. Reflecting these differences, meta-
analyses of many studies have yielded only low
to moderate correlations between reports of psy-
chopathology by various informants and also
between self-reports and reports by various infor-
mants for both child and adult psychopathology
(Achenbach, Krukowski, Dumenci, & Ivanova,
2005; Achenbach, McConaughy, & Howell,
1987; Duhig, Renk, Epstein, & Phares, 2000).
Because no single informant can provide a com-
plete and accurate picture, data from multiple
informants are needed to provide comprehensive
assessment of behavioral, emotional, and social
problems for which professional help may be
needed. The kinds of informants who are poten-
tially relevant depend on the developmental level
of the individuals who are being assessed.

Although assessment of psychopathology dif-
fers in multiple respects from assessment of cogni-
tive abilities, it is nevertheless similar in requiring
comparisons of standardized data with develop-
mentally appropriate norms in order to determine
the degree to which results for individuals resem-
ble or differ from results for representative sam-
ples of age-mates. As argued in the following
section, quantitative approaches to assessment are
needed to take account of variations in functioning
related to development, gender, clinical status,
informants, and normative populations.
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Quantitative (Including
Dimensional) Assessment

Quantification can be applied to assessment proce-
dures and data in various ways. For ADHD diag-
noses, the DSM-5 requires at least six out of nine
inattention or hyperactivity-impulsivity symptoms
to be judged present for ages <17 years. This
implies a rudimentary kind of quantification,
because the diagnostic threshold is defined in
terms of the number of symptoms. Diagnostic
thresholds for other diagnoses are also defined in
terms of particular numbers of symptoms.
Examples include 4 out of 8 symptoms for
Oppositional Defiant Disorder (ODD), 3 out of 15
symptoms for Conduct Disorder (CD), and 5 out
of 9 symptoms for Major Depressive Disorder
(American  Psychiatric ~ Association, 2013).
However, other than defining the diagnostic
threshold, variations in the numbers of symptoms
judged to be present are not intended to affect the
overall conclusion about whether an individual
has a particular disorder.

To consider possibilities for what it calls
“dimensional” diagnostic criteria, the American
Psychiatric Association appointed a task force to
consider dimensional approaches to DSM-5.
Based on reports by experts in many forms of
child and adult psychopathology, the task force
recommended that DSM-5 include dimensional
criteria (Helzer et al., 2008). Dimensional criteria
might involve simply counting the number of
symptoms judged present in order to provide a
score rather than merely specifying the number
of symptoms for a yes/no diagnostic threshold.
Thus, for example, when being assessed for
ADHD, individuals would receive scores of 0 to
9 for the number of symptoms of inattention
judged to be present. Dimensional criteria could
also involve quantifying the judgments of each
symptom by rating the symptom. For example, if
each of the 9 criterial symptoms of inattention
were rated as 0, 1, or 2 to reflect the severity and/
or frequency of each symptom, the symptom rat-
ings could be summed to yield scores for inatten-
tion ranging from O to 18.

If criteria are dimensionalized by tabulating
the number of symptoms judged to be present or

by summing ratings of symptoms, how should the
resulting numbers be used? It is easy to see that a
score of 0 would argue against a diagnosis,
whereas a very high score (e.g., 9 on a 0-9 scale
or 18 on a 0—18 scale) would argue for a diagno-
sis. But how would the many individuals who
score between the extremes be diagnosed? If the
architects of DSM-5 followed past practices,
committees of experts would select the number
needed to define a yes/no diagnostic threshold.
Field trials might be used to see whether the num-
ber selected to define the diagnostic threshold
seems to make sense. However, more effort would
be needed to make full use of the dimensional
scores to take account of important variations
related to developmental level, gender, clinical
status, informant, and differences in relevant pop-
ulations. Although use of dimensional scores to
take account of these important variations might
sound utopian, researchers from some 50 societ-
ies have collaborated in taking these additional
steps, as detailed later. The value of dimensional
assessment of psychopathology has been sup-
ported by meta-analytic findings of 15% better
reliability and 37% better validity than found for
categorical assessment of psychopathology
(Markon, Chmielewski, & Miller, 2011).

Actualizing Quantitative Assessment

The increasing availability of electronic computers
in the 1960s facilitated the use of quantitative
methods to model patterns of associations among
children’s behavioral, emotional, and social prob-
lems (e.g., Achenbach, 1966; Conners, 1969;
Dreger et al., 1964; Miller, 1967; Quay, 1964;
Rutter, 1967). Various factor analytic and cluster
analytic methods were used to identify sets of
problems that tended to co-occur. Despite differ-
ences in the rating instruments, the samples that
were rated, and the analytic methods, reviews of
findings from these instruments revealed conver-
gence on two broadband groupings of problems
(Achenbach & Edelbrock, 1978; Quay, 1979). One
broadband grouping comprised problems of anxi-
ety, depression, social withdrawal, and somatic
complaints without known physical causes. The
second broadband grouping comprised problems
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of aggressive and rule-breaking behavior. The
broadband groupings were given various names,
including Internalizing versus Externalizing,
Personality Problems versus Conduct Problems,
and Overcontrolled versus Undercontrolled
(Achenbach & Edelbrock, 1978; Quay, 1979).
The reviews of the findings also revealed con-
vergence on several narrowband syndromes of
problems. For example, separate syndromes were
found for overtly aggressive behaviors such as
fighting and physically attacking people versus
covertly delinquent (“rule-breaking’) behaviors
such as lying, stealing, and truancy. Several of
the narrowband syndromes were found to be
hierarchically related to the broadband
Internalizing and Externalizing groupings. For
example, children whose problems corresponded
to either the aggressive behavior or rule-breaking
behavior syndrome were classified together
according to the problems comprising the broad-
band Externalizing grouping (Achenbach, 1966).
The quantitative findings on patterns of chil-
dren’s problems fostered the use of standardized
instruments for obtaining ratings of children’s
problems by parents, teachers, and children
themselves. The ratings of problem items that
were associated with a syndrome or with a
broadband grouping could be summed to provide
a child’s score for the syndrome and/or broad-
band grouping. These scores could be analyzed
in relation to other variables for research pur-
poses. Very high and very low scores could also
be clinically useful for distinguishing between
children who were most likely and those who
were least likely to need help. However, in order
to make the full range of scores on syndromes
and broadband groupings more meaningful for
clinical assessment of individual children and to
provide standard metrics for comparing and com-
bining data across samples, additional steps were
needed, as outlined in the following sections.

Psychometric Advances

Test—retest correlations in the .80s and .90s were
reported for scale scores obtained from parent and
teacher ratings over periods of 1 week to 1 month
for several of the early instruments [reviewed by

Achenbach and Edelbrock (1978)]. These findings
indicated high levels of consistency in the rank
ordering of scale scores obtained from parents and
teachers over periods when children’s behavior
was presumably not changing much.

To test various forms of validity and to provide
valid normative metrics for clinical assessment
and for generalizing the findings, representative
general population samples need to be assessed.
Although scores were reported for some nonclin-
ical samples assessed with several of the early
instruments, most of these samples were not ran-
domly selected to be representative of the general
population of children residing in diverse locali-
ties. An exception was a randomly selected sam-
ple of 1,300 parents in Washington, D.C.,
Maryland, and Virginia. In a home interview sur-
vey, parents completed the Child Behavior
Checklist (CBCL) for 4- to 16-year-olds
(Achenbach & Edelbrock, 1981). The data were
then used to test the validity with which scores on
every CBCL problem and competence item and
scale discriminated between children from the
general population sample who had not received
mental health services in the preceding 12 months
and demographically matched children who were
receiving mental health or special education ser-
vices. US national samples were subsequently
assessed with slightly revised versions of the
CBCL, plus the parallel Teacher’s Report Form
(TRF) and the Youth Self-Report (YSR) com-
pleted by 11- to 18-year-olds (Achenbach, 1991;
Achenbach & Rescorla, 2001).

Similar methodology was used to develop,
norm, and validate the Child Behavior Checklist
for Ages 1%2-5 (CBCL/1%2-5) and the Caregiver-
Teacher Report Form for Ages 1V2-5 (C-TRF;
Achenbach, 1992, 1997, Achenbach & Rescorla,
2000), as well as the Adult Self-Report (ASR)
and Adult Behavior Checklist (ABCL) for ages
18-59 (Achenbach & Rescorla, 2003) and the
Older Adult Self-Report (OASR) and Older
Adult Behavior Checklist (OABCL) for ages
60-90+ (Achenbach, Newhouse, & Rescorla,
2004). The CBCL/1%2-5 and 6-18, C-TRF, TRF,
YSR, ASR, ABCL, OASR, OABCL, and related
instruments are collectively known as the
Achenbach System of Empirically Based
Assessment (ASEBA).
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Many kinds of validity data have been pub-
lished for successive editions of the CBCL, TRF,
and YSR and their scoring scales (Achenbach &
Rescorla, 2001 provide details). These have
included tests of the ability of every problem and
competence item and scale to discriminate
between demographically matched general popu-
lation samples and samples of children referred
for mental health or special education services;
confirmatory factor analytic (CFA) tests of syn-
dromes that were initially derived by exploratory
factor analytic (EFA) methods; and significant
correlations with psychiatric diagnoses and with
other instruments for assessing psychopathology,
such as the Conners (1997) Rating Scales (CRS)
and the Behavior Assessment System for
Children (BASC; Reynolds & Kamphaus, 1992).
Additional validity findings have included sig-
nificant prediction of psychiatric diagnoses and
referral for mental health services, as well as
signs of disturbance including suicidal behavior,
substance abuse, and trouble with the law over
periods of as much as 24 years (Reef,
Diamantopoulou, van Meurs, Verhulst, & van der
Ende, 2009). Extensive validity data have also
been published for the ASEBA preschool and
adult instruments (Achenbach & Rescorla, 2000,
2003, 2010, 2014).

Multi-informant Assessment

As pointed out previously, various informants
tend to provide different information about chil-
dren’s functioning. As standardized ratings of
children’s problems by their parents, teachers,
and the children themselves have been found to
be reliable and valid, each kind of informant can
potentially  provide  useful  information.
Furthermore, genetic research has shown that
discrepancies between mothers’ and fathers’ rat-
ings reflect different genetic and environmental
influences on children’s functioning (Bartels,
Boomsma, Hudziak, van Beijsterveldt, & van den
Oord, 2007; Van der Valk, van den Oord, Verhulst,
& Boomsma, 2003). In other words, the discrep-
ancies between mothers’ and fathers’ ratings of
their children reflect real differences in aspects of

children’s functioning elicited, noticed, and
reported by each parent, rather than parental
“biases” or errors. Genetic research has also
shown that discrepancies between ratings by
mothers and teachers reflect different genetic and
environmental influences on children’s function-
ing at home versus school (Derks, Hudziak,
Dolan, Ferdinand, & Boomsma, 2006).

Most professionals who work with troubled
children now recognize the need to obtain assess-
ment data from mothers, fathers, multiple teach-
ers, and the children themselves whenever
possible. To facilitate both clinical and research
applications of multi-informant data, scales
scored from each ASEBA form are displayed on
profiles in relation to norms for ratings by the
kind of informant who completed the form (e.g.,
parent, caregiver, teacher, youth). After children
have been rated by multiple informants, users can
visually compare the parallel profiles scored
from each informant’s ratings to identify simi-
larities and differences between patterns of scale
scores. The ASEBA computer software also pro-
vides more precise comparisons between up to
eight sets of parent, teacher, and self-ratings. The
comparisons include side-by-side displays of rat-
ings of each problem item by up to eight infor-
mants, plus bar graphs where each bar reflects a
scale score obtained from ratings by a particular
informant standardized in relation to norms for
the child’s age and gender, the type of informant
(parent, teacher, self), and the relevant society
(explained later). The software also displays cor-
relations between problem item ratings from
each pair of informants, with comparisons to cor-
relations between similar pairs of informants in
large reference samples.

Multicultural Assessment

Most mental health literature, diagnostic catego-
ries, and clinical practices originated in a hand-
ful of rather similar societies. (I use ‘“societies”
to include distinctive regions within countries,
such as Flanders, the Flemish-speaking region
of Belgium, and commonwealths, such as
Puerto Rico, as well as countries.) The growing
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interconnectedness of societies around the world
and the many immigrants to host societies very
different from the immigrants’ home societies
argue for mental health assessment instruments
and research designed to identify similarities and
differences in psychopathology between mem-
bers of different societies and cultural groups.

A standardized diagnostic interview (SDI),
the Composite International Diagnostic Interview
(CIDI), has been used to obtain prevalence esti-
mates for diagnoses in epidemiological samples
of adults assessed in 14 societies (World Health
Organization, 2004). The prevalence of >1 CIDI
diagnosis ranged from 4.3 % in Shanghai, China,
to 26.4 % in the USA.

Considering the cost and logistical challenges
of administering SDIs to epidemiological sam-
ples of children and their parents, it is not surpris-
ing that no studies like the WHO study of adults
have been done for diagnoses of children. In fact,
as of this writing, there appears to be only one
published study that directly compared the preva-
lence of child diagnoses in as many as two
societies. This study compared diagnoses made
with the Development and Well-Being
Assessment (DAWBA) in a UK national sample
versus a sample from the city of Taubaté, Brazil
(Fleitlich-Bilyk & Goodman, 2004). Children
aged 7-14 and their parents were administered
structured interviews, and teachers completed
questionnaires about the children. The data were
fed into a computer program which generated
DSM diagnoses. Clinicians then reviewed the
computer output and decided whether to accept
or change the computer-generated diagnoses.
Based on a comparison of 14 diagnostic catego-
ries, significantly more Taubaté children (12.7 %)
than UK children (9.7 %) received >1 diagnosis.

Single-society studies have used the DAWBA
or the Diagnostic Interview Schedule for Children
(DISC) to assess epidemiological samples of
>300 children (the minimum required to obtain
adequate statistical power for population sam-
ples; Nunnally & Bernstein, 1994) in several
societies. Although none of these studies reported
statistical comparisons of prevalence estimates
from different societies, a review of the published
studies found that the prevalence of >1 diagnosis

ranged from 1.8 % in Goa, India, to 50.6 % in a
study of three US areas and Puerto Rico
(Achenbach, Rescorla, & Ivanova, 2012; Pillai
et al., 2008; Shaffer et al., 1996).

The methodology of the studies differed in
many ways, such as 1-stage versus 2-stage epide-
miological designs; use of the DAWBA versus
the DISC; different editions of the DISC and
DSM criteria; ages of the children; interviews
with parent, child, or both; methods for combin-
ing multi-informant data; sampling; recruitment
procedures; and completion rates. The many
methodological differences preclude conclusions
about whether the differences in estimated preva-
lence reflect true differences in prevalence.
Although the difference between the 1.8 % prev-
alence in Goa, India, and the 50.6 % prevalence
in three areas of the USA and Puerto Rico sug-
gests that Indian children have far fewer disor-
ders than American children, another study in
India obtained a prevalence of 12.0 % (Srinath
et al., 2005), while a US national study obtained
a prevalence of 13.1 % (Merikangas et al., 2010).
The very small difference between prevalence
estimates from the latter two studies thus contra-
dicts the impression of a much lower prevalence
in India versus the USA, which was implied by
the studies in Goa, India, versus three US areas
and Puerto Rico. Furthermore, a local psychia-
trist in Goa observed “that Indian informants
were understating child mental health symptoms”
(Goodman et al., 2012). Consequently, much
needs to be done before conclusions can be drawn
about true differences in the prevalence of diag-
nosed disorders for children in different societies.
Because diagnostic criteria have changed in
DSM-5 and will change in ICD-11 (scheduled for
release in 2015), SDIs will need to be changed to
apply the new diagnostic criteria.

Standardized Multicultural
Assessment

To advance knowledge about variations in child
psychopathology across different societies, better
standardization of assessment in more societies is
needed than has heretofore been afforded by
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SDIs. Certain standardized rating instruments for
obtaining dimensional scale scores have been
used in multiple societies, as summarized in the
following sections.

Strengths and Difficulties
Questionnaire
The Strengths and Difficulties Questionnaire
(SDQ) has been used in numerous societies.
Describing it as “a brief behavioural screening
questionnaire” (p. 581), Robert Goodman (1997)
constructed the SDQ to assess dimensions desig-
nated as Conduct Problems, Emotional
Symptoms, Hyperactivity, Peer Problems, and
Prosocial. Each dimension is assessed with five
items that are rated 0=not true, 1=somewhat
true, and 2 = certainly true. The 0-1-2 ratings are
summed to yield a score for each dimension, and
the scores for the first four dimensions are
summed to yield a Total Difficulties score.
Confirmatory factor analyses (CFAs) have
supported Goodman’s five dimensions in samples
from some societies, but CFAs of other samples
have supported broadband internalizing and
externalizing problem dimensions, plus a dimen-
sion that includes the prosocial items and favor-
ably worded items that are reverse scored to count
on the problem dimensions (Achenbach et al.
(2012) provide a review of the SDQ findings.) An
example of a reverse-scored item is Has at least
one good friend, which is reverse scored to count
on the Peer Problems dimension. In analyses of
British parent, teacher, and self-ratings, the SDQ
internalizing and externalizing dimensions were
concluded to be more valid than the Conduct
Problems, Emotional Symptoms, Hyperactivity,
and Peer Problems dimensions for low-scoring
epidemiological samples, although the narrow-
band dimensions were acknowledged to be
potentially useful in higher scoring clinical sam-
ples (Goodman, Lamping, & Ploubidis, 2010).
Comparisons of mean SDQ dimensional
scores from six societies (Lai et al., 2010) and
comparisons of the percentage of total difficulties
scores above a clinical cutpoint in 12 societies
(Ravens-Sieberer, Erhart, Gosch, Wille, &
European KIDSCREEN Group, 2008) have
yielded significant differences among societies.

Table 4.1 Societies included in ASEBA multicultural
norm group 1, 2, or 3

Albania Greece Poland

Argentina Hong Kong  Portugal

Australia Iceland Puerto Rico

Austria India (Telugu) Romania
Bangladesh Iran Russia

Belgium (Flanders) Israel Serbia

Brazil Italy Singapore

Chile Jamaica Spain

China Japan Sweden

Colombia Korea (South) Switzerland (German)
Croatia Kosovo Taiwan

Czech Republic Lebanon Thailand

Denmark Lithuania Tunisia

Ethiopia Netherlands ~ Turkey

Finland Norway United Arab Emirates
France Pakistan United States
Germany Peru Uruguay

Note. Societies included in multicultural norm group 1, 2,
or 3 for >1 ASEBA instrument for ages 1%2-59 (Achenbach
& Rescorla, 2007, 2010, 2014 provide details)

Societal differences in scores have suggested that
“population-specific SDQ norms may be neces-
sary for wvalid international comparisons”
(Goodman et al., 2012), but such norms have not
been published to date.

ASEBA Instruments

There are published reports of the use of ASEBA
instruments from 104 societies and cultural
groups (Bérubé & Achenbach, 2014). Uniform
CFA procedures have been used to test statisti-
cally derived ASEBA syndrome models in the
52 societies listed in Table 4.1 (Achenbach &
Rescorla, 2014, Ivanova, Achenbach, Dumenci,
et al.,, 2007, Ivanova, Achenbach, Rescorla,
Dumenci, Almgqvist, Bathiche, et al., 2007;
Ivanova, Achenbach, Rescorla, Dumenci,
Almgqvist, Bilenberg, et al., 2007; Ivanova et al.,
2010, 2011; Rescorla et al., 2012). According to
the root mean square error of approximation
(RMSEA)—the fit index found to perform best
for the type of data and CFAs that were used
(Yu & Muthén, 2002)—the ASEBA syndrome
models achieved acceptable or good fit in all
samples that were tested. The Comparative Fit
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Index (CFI) and Tucker-Lewis Index (TLI) also
indicated acceptable or good fit in most samples,
although these indices have not performed as
well as the RMSEA for the types of data and
CFAs that were used (Yu & Muthén, 2002).

Cross-society correlations between mean item
scores obtained in different societies averaged in
the .70s for every instrument (Achenbach &
Rescorla, 2014; Rescorla et al., 2011, 2012).
These findings indicate considerable consistency
in the items that received low, medium, or high
ratings by particular kinds of informants in dif-
ferent societies.

Analyses of variance (ANOVAs) have been
used to test age, gender, and societal differences
in scores on syndromes, internalizing, external-
izing, Total Problems, and DSM-oriented scales
scored from each instrument (Rescorla,
Achenbach, Ginzburg, et al., 2007; Rescorla
et al, 2007a, 2007b; 2011, 2012). (The
DSM-oriented scales were constructed by having
experts from many societies identify ASEBA
items that they judged to be very consistent with
DSM diagnostic categories.) The ANOVAs
revealed age and gender effects that were very
consistent across societies, with negligible inter-
actions of society with age and gender. However,
differences between societies were statistically
significant on most scales, with effect sizes (ESs)
ranging from small to medium according to
Cohen’s (1988) criteria.

Multicultural Norms

The CFAs supporting the statistically derived
ASEBA syndrome models in 52 societies indi-
cate that those syndrome models can be used to
represent patterns of co-occurring problems in
the societies where they were supported. The
cross-society similarities in ratings of particular
problem items as low, medium, or high indicated
by correlations between societies averaging in
the .70s also indicate considerable consistency in
how informants in different societies tend to
interpret the items.

Despite the support for the syndrome models
and the cross-society similarity in items rated

low, medium, or high, the significant societal dif-
ferences in scale scores mean that a particular
scale score in Society A may signify a different
degree of deviance from most scores in that soci-
ety than the same scale score in Society B.
Because assessment of behavioral, emotional,
and social problems depends on informants’
awareness, judgments, and reports of specific
problems, there is no objective gold standard for
assessing such problems. As is now widely rec-
ognized for reports of children’s problems, no
single informant’s judgments are sufficient for
comprehensive assessment, because children’s
functioning may differ from one context to
another and because different informants may
perceive, remember, and report different prob-
lems. Although the need for multi-informant
assessment of adults may be less widely recog-
nized, meta-analyses have shown that correla-
tions between ratings of psychopathology by
different informants are not materially better for
adults than for children (Achenbach et al., 2005).

The differences found between reports by dif-
ferent informants as well as the differences
between scale scores in different societies argue
for norms that take account of both differences
between kinds of informants and differences
between societies. Does this mean that separate
norms are needed for each kind of informant in
every single society?

The bars in Fig. 4.1 depict CBCL/6-18 Total
Problems scores ranging from the 5Sth to the 95th
percentile in 31 societies. The star in the middle
of each bar represents the mean Total Problems
score for the society. Although there are statisti-
cally significant differences between the mean
Total Problems scores in the different societies,
there is also a great deal of overlap between the
distributions of Total Problems scores obtained in
each society and every other society. If you look
at the leftmost bar, which represents Japanese
parents’ CBCL ratings, and then look at the right-
most bar, which represents Puerto Rican parents’
CBCL ratings, you can see that most Japanese
children’s CBCL scores overlap with most Puerto
Rican children’s CBCL scores. Thus, even though
Japan had the lowest mean Total Problems score
and Puerto Rico had the highest, the distributions
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Fig. 4.1 Distributions of CBCL Total Problems scores: 5th to 95th percentiles. Szars indicate the mean Total Problems
score for each society (From Achenbach, 2009, p. 54. Reproduced by permission)

of their scores reveal considerable overlap.
Similar overlaps were found among all societies
on all instruments for ages 1¥2 to 59 years, the
ages for which ASEBA data have been compared
for many societies. In other words, no society has
yet been found where the ASEBA Total Problems
scores fail to overlap with all the other societies
for which normative data have been obtained on
the same instrument.

Another important point to note is that societal
differences may differ for different informants.
As an example, even though Japanese parents
rated their children’s problems lower than par-
ents in all the other societies in Fig. 4.1, Japanese
youths’ self-ratings of problems on the YSR
placed then at the middle of the distribution of
mean YSR Total Problems scores. A similar pat-
tern was found for Mainland China, where par-
ents’ mean CBCL Total Problems scores were at
the low end of the societies that were compared,
but Chinese youths’ self-ratings on the YSR were
in the middle of the societies whose mean YSR
Total Problems scores were compared.

The evidence from the many societies in which
ASEBA instruments have been used to assess
population samples thus indicates that (a) no
society is categorically different from any other
society with respect to distributions of problem
scores obtained from a particular kind of infor-
mant, and (b) no one kind of informant should be
used as the gold standard for the level of prob-
lems characterizing individuals in a society.

Constructing Multicultural Norms

Findings of significant differences between mean
Total Problems scores from different societies
but also substantial overlaps between distribu-
tions of scores indicate that: (a) Different sets of
norms are needed to take account of differences
between societies, but (b) the differences between
many of the societal mean scores and distribu-
tions of scores are too small to warrant different
sets of norms for every society. Furthermore,
findings of important differences between the
Total Problems scores from different informants,
as well as differences between a particular society’s
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rank among societies according to different infor-
mants, indicate that informant-specific norms are
needed. Similar findings for the narrowband and
broadband problem scales likewise argue that
informant-specific norms are needed for those
scales as well.

To enable clinicians, trainees, and researchers
to evaluate individuals in relation to norms for
relevant societies, norms based on societies hav-
ing similarly low, medium, or high Total Problems
scores have been constructed for the ASEBA
problem scales. The norms are called “multicul-
tural” because of the cultural variations across
the societies included in the norms.

For ASEBA instruments that have been used
to assess general population samples from multi-
ple societies, the mean Total Problems scores
have been found to form normal distributions. An
omnicultural mean (Ellis & Kimmel, 1992) has
been computed for the mean Total Problems
scores obtained for each instrument by averaging
the mean Total Problems scores from all the soci-
eties having general population samples for that
instrument. Consistent with the common practice
of using =1 standard deviation (SD) from the
mean to demarcate the medium range of scores,
societies having Total Problems scores within +1
SD of the omnicultural mean have been used to
form a medium-score group, designated as Group
2. Societies having mean Total Problems scores
>1 SD below the omnicultural mean have been
used to form a low-score group, designated as
Group 1. And societies having mean Total
Problems scores >1 SD above the omnicultural
mean have been used to form a high-score group,
designated as Group 3. Group 1, 2, and 3 norms
are constructed for each gender, age range, and
scale on each instrument as detailed by
Achenbach and Rescorla (2007, 2010, 2014).

To display an individual’s scale scores in rela-
tion to norms appropriate for a particular society,
the user chooses the society from the list of soci-
eties for which norms are available. If data
needed to determine a society’s norm group have
not been obtained, users can choose to have an
individual’s scale scores displayed in relation to
Group 1, 2, or 3 norms based on the group for
which a similar society qualified. As another

alternative, users can have an individual’s scale
scores displayed in relation to Group 1 and/or
Group 2 and/or Group 3 norms to see whether the
individual’s scale scores are in the clinical range
according to any set of norms. As illustrated in
the following section, there are also additional
reasons for displaying the same individual’s scale
scores in relation to more than one set of norms.

Practical Applications
of Developmental, Quantitative,
and Multicultural Assessment

The use of developmentally calibrated standard-
ized instruments to assess many general popula-
tion and clinical samples in dozens of societies
provides the research basis for assessment of
children and adults for many purposes in diverse
contexts. Two cases will be used to illustrate
practical applications of the research-based
assessment procedures. The names and other per-
sonal details are fictional.

The Case of Kristin, Age 5

Kristin and her parents were natives of a
Scandinavian country designated here as Society
A. Kristin’s parents both worked for a multina-
tional firm, which transferred them to a Western
European country, designated here as Society C,
when Kristin was 3. After the family moved to
Society C, Kristin attended a half-day nursery
school for 2 years and learned the language of soci-
ety C. Atage 5, she entered an all-day kindergarten
in Society C. After the first 2 months of kindergar-
ten, Kristin’s teacher met with Kristin’s parents to
discuss her concerns about unevenness in Kristin’s
development and her lack of developmental prog-
ress. Although Kristin’s language and reading
readiness skills were within the normal range, her
motor skills were less developed and she tended to
daydream and become distracted. Kristin’s parents
had not been aware of these problems, but because
they had noticed that she seemed unhappy and dis-
couraged about school, they consented to have the
school psychologist evaluate Kristin.
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As part of the evaluation, the psychologist
sought to document how Kristin’s functioning
appeared at school and home in terms of ratings
of specific problems, quantitative scale scores,
and comparisons with relevant norms. To docu-
ment how Kristin’s functioning in school appeared
to her teachers, the psychologist asked the kinder-
garten teacher and assistant teacher to complete
C-TRF forms. Kristin’s mother and father were
asked to complete CBCL/1%2-5 forms, which
have many of the same items as the C-TRF but
differ with respect to some items specific to home
versus group settings such as school and day care.
Although the psychologist offered Kristin’s par-
ents the opportunity to complete the CBCL/1Y2-5
translation for their native language, they were
sufficiently fluent in the language of Society C to
complete the CBCL/1Y2-5 in its language.

The C-TRF and CBCL/1%2-5 are both scored
on six syndromes that were derived from EFAs
and CFAs of ratings of thousands of 1/2-5-year-
olds (Achenbach & Rescorla, 2000) and that have
been supported by CFAs in many societies
(Ivanova et al., 2010, 2011). The syndromes
scored from both forms are designated as
Emotionally  Reactive,  Anxious/Depressed,
Somatic  Complaints, Withdrawn, Attention
Problems, and Aggressive Behavior. An addi-
tional syndrome, designated as Sleep Problems,
comprises sleep-related items that are rated only
on the CBCL/1Y2-5. In addition to the syndromes,
each form is scored on broadband Internalizing
and Externalizing scales comprising the first four
and last two syndrome scales, respectively. Each
form is also scored on a Total Problems scale
comprising all the problem items on the form,
plus a Stress Problems scale derived from clinical
research on posttraumatic stress disorder
(Achenbach & Rescorla, 2010) and on five DSM-
oriented scales designated as Affective Problems,
Anxiety Problems, Pervasive Developmental
Problems, Attention Deficit Hyperactivity
Problems, and Oppositional Defiant Problems.

CBCL/1%2-5 Profiles

To see whether conclusions about the parents’
ratings would differ in relation to norms for their
home Society A (a Group 1 Society) versus

norms for Society C (a Group 2 society), the psy-
chologist displayed Kristin’s CBCL scores on
profiles in relation to Group 1 norms and then in
relation to Group 2 norms. Figure 4.2 shows the
profile of syndrome scales scored from the
CBCL/1Y2-5 completed by Kristin’s mother. The
scores are displayed in relation to the Group 1
norms appropriate for the family’s home society.

As can be seen in Fig. 4.2, scores for the
Anxious/Depressed and Attention Problems syn-
dromes were both in the clinical range (above the
top broken line on the profile, i.e., T score >69,
>97th percentile) according to Group 1 norms.
Kristin’s mother endorsed all five Attention
Problem items with ratings of 1 or 2. Scores for
all the other syndrome scales were in the normal
range. When displayed in relation to the Group 2
norms appropriate for Society C where the family
now resided, the Attention Problem syndrome
score remained in the clinical range, but the
Anxious-Depressed syndrome score was now in
borderline clinical range, between the two broken
lines on the profile (i.e., T=65-69, 93rd—97th
percentile). Thus, whether scored in relation to
Group 1 or Group 2 norms, Kristin’s mother
reported enough problems of the Anxious-
Depressed and Attention Problems syndromes to
be of clinical concern.

Cross-Informant Comparisons

In order to directly compare scale scores for rat-
ings by both parents and both teachers, the psy-
chologist had the scoring software display the bar
graphs shown in Fig. 4.3 for the syndrome and
Stress Problems scales and in Fig. 4.4 for the
DSM-oriented scales. In the box for each scale,
the leftmost bar indicates the scale score from the
mother’s ratings, standardized in relation to the
Group | norms. The next bar to the right indi-
cates the same scale scored from the father’s rat-
ings, standardized in relation to the Group 1
norms. The next two bars indicate the same scales
scored from the mother’s and father’s ratings,
respectively, but standardized in relation to the
Group 2 norms. The rightmost bars indicate the
scores obtained from ratings by Kristin’s teacher
and assistant teacher, standardized in relation to
the Group 2 norms appropriate for their society.
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1D: KM146 Gender: Female Date Filled: 02/02/2010  Clinician: Hamilton Informant: Marie M
Name: Kristin M Age: 5 years Birth Date: 08/08/2004 Verified: Yes Relationship: Mother
Internalizing Externalizing
100
c
95 i
90 :
851 x
T &0 A
L
5 75
c -
o "M . 3 e e
R ) 4
R P e D T T . T e T
-—— - o
— — B I
0 _ s °
55 - M
A
<50 n L
Emotionally Anxious/ Somatic Withdrawn Sleep Prablems Attention Aggressive
Reactive Depressed Complaint Problems Behavior
Total Score 2 7 3 2 4 7 5
T Score 56 70-C 62 59 60 3.C s
Percentile 7 297 81 84 297 sq
0 21DistChange 1 10 Dependent 1 LAdhesPains 1 2AdsVoung 1 22NotSleepAlone 1 $.Concentrate 0 8.Can¥Wait
0 46.Twitching 2 33FeelngsHurt 0 7.ThingsOut 0 4.AvoidsEye 1 38SkepProb 1 6.CantSitStill 0 15.Defimt
0 51ShowsPanic | 37.UpseBySep 0 12.Constipated 0 23NoAnswer 1 48 Nightmares 2 $6.Chmsy 1 16.Demanding
0 79Rupidshifis | 43LookUshappy 0 19Diarhea 0 62RefusesActive | 64ResistsBed 2 $9.ShifisQuickly & 18DstmyOther
0 20.Disobedient
0 82MoodChang 1 47Nervous 2 24NotEs 0 67.UnRespAffect 0 74.SkepLess 1 95.Wanders d P
0 27NoGuil
0 83 ulks 0 68SeliConse 0 39 Headaches 0 70LitleAffect 0 84 TalknSleep -
1 29 Frustrated
0 92.UpsetByNew 0 §7Fearful 0 45Nausea 0 71.Littlelntrest 0 94 WakesOften
0 35.Fights
1 57 Whining 1 o0sad 0 52PainfulBM 1 98 Withdrawn PR,
1 95 Worries 0 78Stomachaches R
0 B6.TooNeat 0 44.AngryMoods
0 93 Vomiting o 53.Antacks
0 58 Punishment
0 66Scremns
0 69 Selfish
1 81Subbom
0 85.Temper
1 88.Uncooperative
1 96 Wantattention

Fig. 4.2 Kristin’s profile of syndrome scales scored from the CBCL completed by her mother in relation to Group 1
norms (From Achenbach & Rescorla, 2010, p. 13. Reproduced by permission)

As can be seen in Fig. 4.3, five of the six bars
for the Attention Problems syndrome (the mid-
dlemost box) are in the borderline or clinical
range, indicating high enough levels of attention
problems to be of clinical concern. The only
exception is for the father’s score standardized in
relation to the Group 2 norms, although the T
score of 62 indicates more attention problems
than were reported for 88% of the Group 2 nor-
mative sample. For the other syndromes, three of
the six bars were in the borderline or clinical
range for the Anxious/Depressed syndrome, indi-
cating that this is another area in which Kristin is
apt to need help. Other areas of possible concern
include Sleep Problems, for which the father’s
ratings reached the borderline range in relation to
Group 1 norms, and Stress Problems, for which
both parents’ ratings reached the borderline range
in relation to Group 1 norms. The very low scores
for the Aggressive Behavior syndrome in ratings

by all informants indicate that aggressive behav-
ior is definitely not a problem area.

As shown in Fig. 4.4 for the DSM-oriented
scales, there was less consistency among scores
for the DSM-oriented Attention Deficit
Hyperactivity Problems scale than for the statisti-
cally derived Attention Problems syndrome.
Although the bars from ratings by both teachers
are in the borderline clinical range, scores repre-
sented by the four bars for ratings by Kristin’s
parents ranged from 7=52-59 (51st-81st per-
centiles). This suggests that although all infor-
mants agreed in reporting relatively high levels of
problems on the empirically based Attention
Problems syndrome, there was less consistent
evidence for the combination of attentional and
behavioral problems that characterize DSM-
defined ADHD, which may have been evident
only in school. The fact that four out of the six
bars were in the borderline or clinical range for
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Fig. 4.3 Cross-informant comparisons of Kristin’s
scores on the syndrome and Stress Problems scales. As
explained in the text, the C151 and 152 bars show moth-
er’s and father’s ratings in relation to Society A (Group 1)
norms. The C153 and 154 bars show mother’s and father’s

ratings in relation to Society C (Group 2) norms. The
T155 and T156 bars show the teacher’s and assistant
teacher’s ratings in relation to Society C (Group 2) norms
(From Achenbach & Rescorla, 2010, p. 18. Reproduced
by permission)
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Fig. 4.4 Cross-informant comparisons of Kristin’s
scores on the DSM-oriented scales. The C151 and
C152 bars show mother’s and father’s ratings in rela-
tion to Society A (Group 1) norms. The C153 and
C154 bars show mother’s and father’s ratings in rela-

tion to Society C (Group 2) norms. The T155 and T156
bars show the teacher’s and assistant teacher’s ratings
in relation to Society C (Group 2) norms (From
Achenbach & Rescorla, 2010, p. 28. Reproduced by
permission)
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Affective Problems indicates a need for help in
this area, as did the elevated levels of three out of
the six bars for the Anxious/Depressed syndrome
shown in Fig. 4.3. The unanimously low scores
for the Pervasive Developmental Problems and
Oppositional Defiant Problems scales are evi-
dence for a lack of problems in these areas.

In addition to obtaining ratings from Kristin’s
parents and teachers, the psychologist tested
Kristin’s cognitive abilities, pre-academic skills,
and visual-motor development. Based on obser-
vations of Kristin’s behavior during the tests, the
psychologist completed the Test Observation
Form (TOF; McConaughy & Achenbach, 2004)
and scored it in relation to norms for girls’ ages
2-5 in Society C. Kristin’s score was in the bor-
derline clinical range on the TOF Attention
Problems syndrome, but in the normal range on
the other TOF scales. The test results indicated
good verbal comprehension and working
memory, reading readiness, and number skills,
but developmental delays in processing speed
and visual-motor integration skills. Based on dis-
cussions of the findings with Kristin’s parents
and teachers, it was decided to implement a
behavioral plan to reward Kristin with stickers
for staying on task and completing her work dur-
ing each school day. At the end of each school
week, Kristin could choose a reward based on the
number of stickers she had earned. To address
Kristin’s delays in processing speed and visual-
motor integration, an occupational therapist
worked with Kristin’s parents and teachers on
ways to help Kristin improve her skills.

The Case of Robert, Age 11

Robert’s family lived in an Asian country, desig-
nated here as Society D. Robert and his mother
were natives of Society D, but Robert’s father had
grown up in a different Asian country, designated
here as Society E. When Robert was in 6th grade,
his teacher became concerned about his aggres-
sive and bullying behavior toward classmates.
Robert’s mother was also concerned about
Robert’s getting into trouble in the neighborhood.
At the urging of Robert’s teacher, his mother took

him to the local community mental health service.
As part of the intake evaluation, each parent was
asked to complete the CBCL/6-18, Robert was
asked to complete the YSR, and the parents were
asked to permit Robert’s teacher to complete the
TRE. Because Society D was in Group 1 for
CBCL/6-18 and TRF norms, the mother’s CBCL
and the TRFs were scored in relation to Group 1
norms. Although there were some differences
between the mother’s CBCL and the teacher’s
TRF standardized scale scores, both forms
yielded scores in the borderline or clinical range
on the Aggressive Behavior and Rule-Breaking
Behavior syndromes, as well as on the DSM-
oriented Conduct Problems scale.

Because Society D was in Group 2 for YSR
norms, Robert’s YSR was scored in relation to
Group 2 norms. Although Robert endorsed some
of the same items as his mother and teacher on the
Aggressive Behavior and Rule-Breaking syndrome
scales, his scores on these scales were below the
borderline clinical range for Group 2 norms.

Society E, where Robert’s father grew up and
still had strong family, cultural, and linguistic
ties, was in Group 3 for the CBCL/6-18 norms.
Although Robert’s father also endorsed several
aggressive and rule-breaking items, all the scale
scores from his CBCL were in the normal range.
These findings were consistent with his view that
Robert’s behavior was not troublesome enough to
warrant mental health services, although he did
consent to accompany Robert’s mother to a meet-
ing with the mental health clinician.

The clinician obtained the teacher’s consent to
show the TRF profile to Robert’s parents and
obtained each parent’s consent to show the other
parent the profile from their respective CBCLs.
The clinician then encouraged the parents to dis-
cuss their views of Robert and whether they saw
any need for changing his behavior. Thereafter,
the clinician showed the parents the TRF and
CBCL syndrome profiles, explained how the pro-
files compared Robert’s scores with scores of
typical peers, and encouraged the parents to com-
ment on any similarities and differences that they
saw between the profiles. Both parents mentioned
that the scores on the Aggressive Behavior and
Rule-Breaking Behavior scales were higher on
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the TRF profile and on the mother’s CBCL pro-
file than on the father’s CBCL profile. They also
mentioned that the father had endorsed several of
the same aggressive and rule-breaking items as
the teacher and mother. The clinician explained
why the father’s scale score was nevertheless
lower because it was compared to CBCL ratings
typical of Society E, the father’s home society.

After the parents fully understood the reasons
for the differences between the elevations of the
scales on the father’s CBCL profile versus the
other profiles, the clinician encouraged discus-
sion of how some behaviors might be more com-
mon and acceptable in Society E than in Society
D, where the behaviors were apt to get a child in
trouble at school and in the neighborhood. This
led to a discussion of how to help Robert develop
more acceptable behavior in his school and
neighborhood and to a treatment plan that would
include helping Robert’s father model and rein-
force behaviors more appropriate for Society D
than Society E.

Summary and Conclusions

This chapter focused on assessment as a central
nexus where concepts and research related to the
development of psychopathology interface with
practical challenges of identifying each individu-
al’s characteristics and needs for help. Existing
“top-down” diagnostic categories for psychopa-
thology lack evidence-based models for relating
development to psychopathology.

A more “bottom-up” approach to psychopa-
thology quantitatively assesses broad spectra of
characteristics relevant to adaptation within each
developmental period, using developmentally
appropriate methods and sources of data.
Standardized assessment data for large represen-
tative samples of individuals have been statisti-
cally analyzed to identify syndromes of
co-occurring problems and to construct norms
for syndrome scales, broadband Internalizing and
Externalizing scales, and DSM-oriented scales
comprising items judged to be very consistent
with DSM diagnostic categories.

Comparisons of developmentally calibrated
scale scores from many societies show that the
distributions of scale scores from every society
overlap with the distributions of scores from
every other society studied to date. Despite dif-
ferences in mean scale scores, these findings
indicate that none of the studied societies is cat-
egorically different from any other society in
terms of problems reported for representative
samples of members of those societies. Instead,
for standardized assessment of behavioral, emo-
tional, and social problems, the findings indicate
that quantitative multicultural assessment reflects
similarly broad ranges of problems that charac-
terize individuals within each society as well as
providing models for comparing and coordinat-
ing findings across diverse societies.

Normed, quantitative (dimensional) scales
make it possible to take account of differences in
problems related to developmental level, gender,
type of informant, and society. Multicultural
norms have been constructed on the basis of rat-
ings by different kinds of informants in many
societies. Ratings of individuals are entered into
software that can display scale scores in relation
to user-selected multicultural norms appropriate
for the individuals being assessed and for the
informants who rate them. Whether or not offi-
cial diagnostic systems eventually incorporate
dimensional criteria that take account of develop-
mental, gender, informant, and societal differ-
ences, there will be continuing needs to tailor
assessment of psychopathology to empirically
identified patterns and distributions of problems
in diverse populations.
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This chapter examines the contribution of epide-
miological research to our understanding of
developmental psychopathology. I first review
some basic information about the field of epide-
miology: the goals and scope of epidemiological
research, a brief history of the discipline, and
how epidemiological approaches differ from
other study designs in developmental psychopa-
thology. The bulk of the chapter is devoted to
consideration of the types of research questions
in developmental psychopathology that can be
uniquely addressed using epidemiological
research designs and a review of hallmark find-
ings produced by developmental epidemiology.
The chapter ends with a discussion of how epide-
miological approaches can be incorporated into
one’s own research program, with an eye towards
encouraging researchers to capitalize on the
increasing armamentarium of publicly available
epidemiological datasets that can be used to
advance our understanding of developmental
psychopathology. This chapter builds on seminal
reviews of this topic by Jane Costello and Adrian
Angold (Angold & Costello, 1995; Costello &
Angold, 1995; Costello, Egger, & Angold, 2005;
Costello, Foley, & Angold, 2006) that describe
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the central methods of developmental epidemiol-
ogy and their application to questions in develop-
mental psychopathology.

What Is Developmental
Epidemiology?

Epidemiology is the study of the distribution and
determinants of health and disease in populations
(Susser, 1973). Central to this approach is the
notion that an individual’s risk for disease is
based not only upon risk and protective factors at
the individual level but also is a function of dis-
ease risk in the society in which they are embed-
ded (Rose, 1992). Epidemiology thus seeks to
understand not only why a particular individual
develops an illness but also why a particular pop-
ulation experiences a specific distribution of risk
for that illness. The history of epidemiology has
witnessed several major shifts in the predominant
paradigms used to study the distribution of dis-
ease in populations. The discipline of epidemiol-
ogy began during the Industrial Revolution as
massive societal change related to urbanization
produced overcrowding, poor sanitation, and
marked disparities in health across social classes.
At this time, epidemiologists focused on social
and economic factors driving risk for disease and
implemented structural solutions such as closed
sewage and draining systems and regular gar-
bage collection. As advances in microbiology
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improved understanding of how specific agents
(i.e., germs) were involved in the etiology of spe-
cific diseases, epidemiology became more nar-
rowly focused on mechanistically identifying
microbial causes of infectious diseases and con-
trolling them with vaccines or medication. During
the period of infectious disease epidemiology,
consideration of social and economic factors as
determinants of disease faded. Following World
War II, however, the focus of epidemiology
shifted again to a risk factor approach based on
the notion that combinations of factors acted in
concert to shape the probability of illness, par-
ticularly of chronic diseases including mental
disorders. With the advent of modern epidemio-
logical study designs—particularly cohort and
case—control studies—individual-level factors
associated with increased probability of disease
were identified (e.g., cigarette smoking and lung
cancer), and attempts to control risk factors
through lifestyle (e.g., smoking cessation) and
environmental change (e.g., reduce passive
smoke exposure) were implemented (Susser &
Susser, 1996). Over the past two decades, a mod-
ern era of epidemiology has emerged that consid-
ers risk factors operating at multiple levels,
including macrosocial, individual, and biologi-
cal, and seeks to identify the mechanisms through
which risk factors ultimately increase the proba-
bility of disease (Krieger, 1994; Susser, 1998).
Although the field previously involved a predom-
inant focus on factors operating at only one of
these levels, current approaches to epidemiology
are explicitly multilevel and concerned with
identifying causes of health states (Krieger, 1994;
Susser, 1998), with the ultimate goal of prevent-
ing disease onset.

Modern epidemiology thus shares the funda-
mental multilevel and mechanistic perspectives
of developmental psychopathology. So what is
unique about an epidemiological approach? At
the most basic level, epidemiology is concerned
with identifying exposure—disease relationships.
This does not differ fundamentally from the
goals of developmental psychopathology, but the
methods employed in epidemiology differ in
important ways from those used in other study
designs. I focus here on several key aspects of
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epidemiology that are distinct from other meth-
ods used to study child and adolescent mental
health, as a thorough review of study designs and
measures of association in epidemiology is
beyond the scope of this chapter. Readers are
referred elsewhere for greater detail about epide-
miological methods and their application to the
study of psychopathology (Rothman, Greenland,
& Lash, 2008; Susser, Schwartz, Morabia, &
Bromet, 2006).

First, epidemiology is explicitly interested in
characterizing the distribution of diseases in pop-
ulations. This task typically involves the counting
of cases to determine the proportion of individu-
als in the population that meet criteria for a par-
ticular disorder (i.e., prevalence) and, in
longitudinal studies, the number of new cases
that develop over a period of time (i.e., incidence
rate). Major advances in the surveillance of child
and adolescent mental disorders have occurred
over the past four decades, following the advent
of diagnostic interviews that combine informa-
tion from multiple informants to generate youth
psychiatric diagnoses (Angold & Costello, 1995).
Efforts to count cases of youth mental disorders
occurred first in regional studies (Cohen et al.,
1993; Costello, Mustillo, Erkanli, Keeler, &
Angold, 2003) and more recently national studies
(Kessler, Avenevoli, Costello, Georgiades, et al.,
2012). Epidemiology is also focused on identify-
ing disparities in health outcomes. The distribu-
tion of youth mental disorders varies by sex, age,
race/ethnicity, nativity, socioeconomic status,
and sexual orientation. Epidemiology is explic-
itly concerned with identifying socially disad-
vantaged subgroups of the population that
experience disproportionate risk for particular
adverse health outcomes in order to better target
preventive interventions.

Second, epidemiologic studies seek to iden-
tify factors that explain nonrandom distribution
of disease across population subgroups, across
space, and across time with the goal of prevent-
ing the onset of ill health. Whereas psychology
and clinical medicine focus predominantly on the
treatment of health problems, the goal of identi-
fying risk factors in epidemiology is to inform
efforts to prevent disease onset by altering the
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TARGETS OF PREVENTIVE INTERVENTIONS

EXPOSURE DISORDER > OUTCOME
Primary Secondary Tertiary
(Universal)

(Selective)
l

(Indicated)
|

Fig.5.1 Epidemiology explicitly includes disease prevention as a goal. Figure 5.1 depicts the targets of the three major
classes of preventive interventions in epidemiology: primary, secondary, and tertiary. Adapted from Costello and

Angold (1995)

distribution of risk factors in the population
(Rose, 1992). Primary, or universal, prevention is
the mainstay of epidemiology and involves
efforts to lower the incidence of a disease by
shifting the distribution of risk factors in the pop-
ulation in a way that reduces risk exposure and
thus the number of new cases (see Fig. 5.1).
Secondary, or indicated, prevention aims to
reduce disease onset among individuals who
have already been exposed to causal risk factors
or are already showing signs or symptoms of dis-
ease. Finally, tertiary prevention is concerned
with reducing the amount of disability associated
with a disease among already diagnosed cases. A
combined primary and secondary prevention
approach is being used in the Durham Family
Initiative (DFI) to prevent the occurrence of child
maltreatment in Durham County, North Carolina.
Based on evidence that risk factors for child mal-
treatment operate at the level of children, parents,
families, neighborhood, and community levels,
the DFI has created a preventive system of care
that seeks to reduce risk factors at each of these
levels through universal screening, early inter-
vention for high-risk families, neighborhood- and
community-level interventions, and collabora-
tion among government agencies to provide these
services (Dodge et al., 2004).

Finally, epidemiology is concerned with pop-
ulations. A first step in any epidemiologic
research study is to identify the source popula-
tion or the population of individuals that will be
the focus of study (e.g., children born in New
York City in the year 2000). Because it is rarely

feasible to recruit every person from the source
population into a study, participants are sampled
from the source population to create a study pop-
ulation. Epidemiologic studies frequently rely on
probability sampling, which means that every
person in the source population has a known
probability of being included in the study (Lohr,
1999). Sampling weights are typically con-
structed that correct for nonresponse and differ-
ential selection probabilities, allowing accurate
inferences to be made about the source popula-
tion based on observations in the study popula-
tion. For example, Patricia Cohen’s study of child
mental health first enumerated all households in
two counties in upstate New York (Cohen et al.,
1993). A multistage random sample was created
by first randomly selecting households and, sec-
ond, randomly selecting one child aged 1-10
years within households for families with more
than one child in the eligible age range.
Epidemiology is also concerned with exposure—
disease associations that can be measured only at
the level of the population, such as the population
attributable risk proportion, described in more
detail below.

Developmental epidemiology applies these
principles to examine variation in the distribution
and determinants of health, particularly mental
health outcomes, across development.
Developmental epidemiology shares fundamen-
tal assumptions with developmental psychopa-
thology. Both perspectives emphasize the
reciprocal and integrated nature of our under-
standing of normal and abnormal development;
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normal developmental patterns must be charac-
terized to identify developmental deviations, and
abnormal developmental outcomes shed light on
the normal developmental processes that lead to
maladaptation when disrupted (Cicchetti, 1993;
Sroufe, 1990). Both approaches conceptualize
development as cumulative and hierarchical,
meaning that it is influenced not only by genetics
and the environment but also by previous devel-
opment (Lewis, 1997; Sroufe, 2009; Sroufe,
Egeland, & Kreutzer, 1990). Acquisition of com-
petencies at one point in development provides
the scaffolding upon which subsequent skills and
competencies are built, such that capabilities
from previous periods are consolidated and reor-
ganized in a dynamic, unfolding process across
time. Developmental deviations from earlier
periods are carried forward and have conse-
quences for the successful accomplishment of
developmental tasks in a later period (Cicchetti &
Toth, 1998). Finally, both perspectives consider
the dynamic interplay between risk and resilience
factors operating at multiple levels (Cicchetti &
Toth, 2009). This includes a focus on neurobio-
logical, psychological, and social development
and the importance of social context in shaping
each of these aspects of development (Cicchetti,
1996; Lynch & Cicchetti, 1998).

Incorporating a developmental perspective
into epidemiological approaches is critical for
understanding how developmental processes
influence psychopathology at the population
level for several reasons. First, the prevalence and
distribution of mental disorders varies across
development. For example, the prevalence of
major depression is only 2.8 % in children under
the age of 13 and increases to 5.6 % in adoles-
cents aged 13-18 (Costello, Erkanli, & Angold,
2006). By adulthood, the lifetime prevalence of
depression is 16.2 % (Kessler et al., 2003). The
incidence of depression remains relatively low
prior to puberty and rises most dramatically
between ages 15 and 18 (Hankin et al., 1998;
Kessler et al., 2003). Although the prevalence of
childhood depression is similar for boys and
girls, females are more likely than males to
develop depression beginning at age 13 and con-
tinuing through adolescence and adulthood
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(Hankin et al., 1998; Kessler et al., 2003; Nolen-
Hoeksema & Twenge, 2002). Second, the devel-
opmental timing and persistence of symptom
expression has implications for what we classify
as a mental disorder. Drawing on epidemiologic
data from numerous sources, Moffitt (1993) pro-
posed a widely accepted developmental taxon-
omy of antisocial behavior in which antisocial
behavior that is evident in early childhood and
persistent across the life course is pathological,
whereas antisocial behavior that is limited to ado-
lescence is considered developmentally norma-
tive and, potentially, adaptive. Third, risk factors
for specific mental disorders change with devel-
opment. For example, a wide range of early
childhood risk factors, including perinatal insults,
motor deficits, and caretaker instability, are asso-
ciated with onset of major depression during
childhood and adolescence but are not associated
with depression onset in adulthood (Jaffee et al.,
2002). Finally, the manifestation of disorders and
expression of symptoms also change with devel-
opment. For example, children with separation
anxiety disorder are more likely to experience
nightmares about separation and excessive dis-
tress upon separation from caregivers than ado-
lescents, whereas adolescents are more likely
than children to experience physical complaints
related to school attendance (Francis, Last, &
Strauss, 1987).

What Can We Learn from
Developmental Epidemiology?

For the most part, the types of research questions
that are investigated using developmental epide-
miology methods are similar to the questions
examined with other developmental psychopa-
thology methods. However, through the use of
population-based sampling, developmental epi-
demiology studies can provide unique informa-
tion about developmental psychopathology that
is not available through other means. This section
focuses specifically on the types of information
we can glean from developmental epidemiology
studies that are difficult to obtain using other
study designs.



5 Developmental Epidemiology

Prevalence, Comorbidity,
and Distribution of Psychopathology

The most basic type of information provided by
developmental epidemiology studies relates to
the prevalence of mental disorders and other con-
ditions in the population. Until very recently,
information about the prevalence of mental disor-
ders in children was based on findings from
regional studies, such as the Great Smoky
Mountain Study (Costello et al., 1996) and the
Methods for the Epidemiology of Child and
Adolescent Mental Disorders (MECA) Study
(Shaffer et al.,, 1996). The US National
Comorbidity Survey Replication Adolescent
Supplement (NCS-A), conducted by Ronald
Kessler, Kathleen Merikangas, and colleagues, is
the first nationally representative survey of youth
mental disorders among 13-17-year-olds. The
results of this survey are just becoming available.
They suggest that the prevalence of mental disor-
ders in US adolescents is high, with 40.3 % of
adolescents meeting criteria for a past-year disor-
der, a prevalence estimate that closely resembles
lifetime prevalence in adults (Kessler, Avenevoli,
Costello, Georgiades, et al., 2012). The preva-
lence of mental disorders decreases sharply, how-
ever, when a threshold of functional impairment
must be crossed to meet the diagnostic criteria for
a disorder. Indeed, NCS-A data indicate that
8.0 % of adolescents meet the Substance Abuse
and Mental Health Services Administration defi-
nition of serious emotional disturbance (SED) in
the past year and that the majority of adolescent
disorders (58.2 %) are mild in severity (Kessler,
Avenevoli, Costello, Green, et al., 2012).
Patterns of disorder comorbidity can also be
investigated using  epidemiological data.
Although comorbidity has frequently been stud-
ied in clinical samples, representative estimates
of disorder co-occurrence and the temporal
sequencing of comorbid disorders in the popula-
tion must be obtained using epidemiological
samples. Understanding the temporal progres-
sion of disorder onset can aid in identification of
causal pathways of risk among disorders over the
life course and provides valuable information for
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targeting intervention efforts to prevent the
subsequent development of comorbid disorders.
The Great Smoky Mountain Study has been used
to identify patterns of both concurrent and
sequential comorbidity in children and adoles-
cents (Costello, Mustillo, et al., 2003). Findings
from this study suggest that youths who met cri-
teria for a mental disorder at one point in time
were more than three times as likely to meet cri-
teria for a disorder at a subsequent time as com-
pared to children with no previous diagnosis.
Controlling for concurrent comorbidity, prior
diagnosis of anxiety disorder was associated with
the later onset of depression and substance abuse,
previous major depression predicted subsequent
anxiety disorders, attention-deficit/hyperactivity
disorder was associated with onset of opposi-
tional defiant disorder, and conduct disorder pre-
dicted the later onset of substance abuse (Costello,
Compton, Keeler, & Angold, 2003). Both con-
current and sequential comorbidity were more
prominent among girls, particularly for internal-
izing disorders. This pattern is consistent with
findings from other epidemiological studies of
disorder comorbidity in children and adolescents
(McGee, Feehan, Williams, & Anderson, 1992).

Epidemiological studies also provide impor-
tant information regarding the distribution of psy-
chopathology in the population or the degree to
which disorder prevalence varies across sociode-
mographic groups. Identifying such differences is
critical for understanding health disparities, iden-
tifying high-risk groups to target with preventive
interventions, and as a first step in determining the
mechanisms through which vulnerability to psy-
chopathology is conferred differentially across
groups. Although prevalence differences are fre-
quently inferred using data from convenience,
clinical, or school samples, limitations in sample
selection and population representativeness of
such designs preclude firm conclusions regarding
the distribution of psychopathology in the popula-
tion. Epidemiological data can be particularly
useful in resolving discrepancies observed in such
studies. For example, despite mixed findings from
convenience and clinical samples (Meyer, 2003),
epidemiological studies from the past decade
consistently suggest that the prevalence of mental
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disorders is elevated among sexual minorities in
the USA and other developed countries. The prev-
alence of mood, anxiety, and substance use disor-
ders as well as suicide attempts is higher among
individuals who identify as lesbian, gay, or bisexual
(LGB) as compared to heterosexuals (Cochran &
Mays, 2000a, 2000b). These disparities emerge
early in the life course. Population-based studies
of adolescents reveal markedly higher rates of
psychiatric disorders and suicide attempts among
LGB youths relative to their heterosexual peers
(Fergusson, Horwood, & Beautrais, 1999; Russell
& Joyner, 2001). Identification of these disparities
has sparked theoretical advances in the conceptu-
alization of minority stress as it applies to LGB
populations (Meyer, 2003) and in the identifica-
tion of mechanisms underlying the relationship
between sexual orientation and psychopathology
across development (Hatzenbuehler, 2009), as
well as innovations in the development of preven-
tive interventions for LGB youths (Ryan, Russell,
Huebner, Diaz, & Sanchez, 2010).

Identifying Risk and Protective
Factors

Epidemiological studies are frequently used to
identify risk and protective factors for psychopa-
thology. Although many study designs in devel-
opmental psychopathology can be used to
identify relationships between specific exposures
and mental health outcomes, epidemiological
studies can be particularly useful in examining
the influence of timing, duration, and magnitude
of exposure on psychopathology. To accurately
quantify such relationships, it is necessary to
have a sufficient number of respondents within
different levels of exposure. For example, to
examine the influence of timing of child maltreat-
ment on risk of major depression it is necessary
to have a dataset that includes an adequate num-
ber of respondents who experienced maltreat-
ment at specific age periods of interest as well as
a sufficient number of non-maltreated children.
This type of data structure is typically available
only in large population-based studies.
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Timing of Exposure

A central tenet in the study of development is that
timing of exposure matters. The primary devel-
opmental tasks occurring at the time of exposure
to a risk factor are thought to be the most likely to
interrupted or disrupted by the experience. In a
set of pioneering studies in psychiatric epidemi-
ology, Susser (Susser et al., 1996) identified pre-
natal maternal malnutrition as a risk factor for
offspring schizophrenia using data on pregnan-
cies that occurred during the Dutch Hunger
Winter during World War II. The risk of schizo-
phrenia was found to be elevated only among off-
spring whose mothers experienced extreme
malnutrition during the first trimester of preg-
nancy (Susser & Lin, 1992). The relationship
between childhood poverty and educational
attainment also varies according to timing of
exposure, such that poverty experienced in the
first 5 years of life has a more marked influence
on the probability of finishing high school than
poverty experienced in later developmental peri-
ods (Duncan, Yeung, Brooks-Gunn, & Smith,
1998). The degree to which timing of exposure to
adverse childhood experiences influences subse-
quent risk for psychopathology is currently a
topic of considerable interest that epidemiologic
studies are well suited to investigating.

Duration of Exposure

Certain risk and protective factors may influence
psychopathology only if they are experienced for
a sufficient duration of time. Research consis-
tently suggests that childhood poverty has a par-
ticularly detrimental influence on developmental
outcomes when it is experienced chronically
over time. Children raised in persistent poverty
are more than twice as likely to experience
detriments in cognitive ability, poor school
achievement, and elevations in behavior prob-
lems as compared to children who experience
transient poverty (Duncan, Brooks-Gunn, &
Kato Klebanov, 1994; Korenman, Miller, &
Sjaastad, 1995).
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Magnitude of Exposure

Epidemiological studies can also be utilized to
study the impact of magnitude or severity of
exposure on mental health outcomes. For exam-
ple, Jaffee, Caspi, Moffit, Polo-Tomds, and
Taylor (2007) used data from the Environmental
Risk (E-Risk) Longitudinal Twin Study to exam-
ine predictors of resilience (defined as low levels
of antisocial behavior) in maltreated children and
to evaluate whether these factors were associated
with resilience at all levels of exposure to stress.
High IQ and positive temperament were associ-
ated with resilience, but only for children with
relatively low stress exposure; no association
between high IQ and positive temperament with
resilience was observed for children who experi-
enced five or more cumulative stressors (Jaffee
et al., 2007). These findings are consistent with
other studies suggesting that once the number of
stressors crosses a threshold, very few children
exhibit resilient functioning (Forehand, Biggar,
& Kotchick, 1998). In another study of resilience,
numerous putative protective factors were exam-
ined as predictors of resilience (defined as low
levels of externalizing behaviors) among respon-
dents with exposure to early childhood adversity
in the Christchurch Study. High 1Q, low affilia-
tion with delinquent peers, and low novelty seek-
ing predicted resiliency in adolescents exposed to
childhood adversity, and these resiliency factors
had accumulating effects such that resilience was
most commonly observed among adolescents
who possessed all three of these factors
(Fergusson & Lynskey, 1996).

Population-Level Inferences

Certain types of relationships are observable only
at the population level, and epidemiological stud-
ies are uniquely positioned to elucidate these rela-
tionships. One example of an effect measure used
in epidemiology to characterize a population-
level phenomenon is the population attributable
risk proportion (PARP). PARP represents the pro-
portion of cases of a particular disease or disorder

93

in the population that are statistically explained
by a particular exposure. In epidemiology, a
PARP is interpreted as the proportion of cases of
disease in the population that could be eliminated
or prevented if a particular exposure were eradi-
cated, assuming stable distributions of other risk
factors in the population (Rockhill, Newman, &
Weinberg, 1998). The PARP is a joint function of
the strength of association between an exposure
and outcome and the prevalence of the exposure
in the population. The PARP is therefore a valu-
able effect measure for estimating population bur-
den. Traditional measures of exposure—outcome
relationships are inadequate for characterizing
population burden. For example, even if the rela-
tionship between a particular exposure and out-
come is quite strong, that exposure will not play a
substantial role in explaining cases in the popula-
tion if it is rare. In contrast, an exposure that has a
weak association with an outcome but has high
prevalence may explain a high proportion of cases
in the population. The relationship between
trauma types and post-traumatic stress disorder
(PTSD) provides an illustrative case. Although
rape is an event associated with an extremely high
conditional risk of PTSD and sudden unexpected
death of a loved one is associated with a low con-
ditional risk of PTSD, data from the NCS-A sug-
gest that unexpected death of a loved one explains
a substantially greater proportion of adolescent
PTSD cases in the population than rape because it
is more than three times as common (McLaughlin,
Koenen, Hill, Petukhova, & Kessler, 2013).
PARPs and other population-based effect mea-
sures can also provide useful information for tar-
geting preventive interventions. For example, data
from the National Comorbidity Survey Replication
(NCS-R) and the NCS-A were recently used to
examine the relationships between type and num-
ber of adverse childhood experiences (e.g., mal-
treatment, parental psychopathology, domestic
violence) and subsequent first onset of mental dis-
orders in adolescents and adults. PARPs were cal-
culated in each of these studies, and the results
were consistent across the adolescent and adult
data in suggesting that slightly less than one-third
of mental disorder onsets in the US population
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(28.2 % and 32.0 %, respectively) are associated
with exposure to childhood adversities (Green
et al., 2010; McLaughlin et al., 2012). The large
PARPs associated with these exposures suggest
that adverse childhood experiences are very
important either as determinants of mental disor-
der onsets (causal risk factors) or as markers of
other determinants (risk markers) and as such rep-
resent promising targets for preventive interven-
tions. Another example comes from the Dunedin
Multidisciplinary Health and Development Study,
a population-based birth cohort. Kim-Cohen and
colleagues (2003) estimated PARPs of adult men-
tal disorders associated with child and adolescent
disorders. Approximately three-quarters (73.9 %)
of adult mental disorder cases had met the criteria
for a mental disorder before age 18 and, one-half
(50.0 %) had met the criteria for a disorder prior
to age 15 (Kim-Cohen et al., 2003). PARPs ranged
from 23.0 to 46.0 % across adult diagnoses, indi-
cating that more than one-quarter of adult mental
disorders are attributable to prior child-adoles-
cent disorders. These findings suggest that early
effective treatment of juvenile diagnoses may
have meaningful preventive effects on disorder
progression and subsequent disorder onsets.

Age-Period-Cohort Effects

Time is a central construct in all studies of devel-
opment. Yet, understanding the influence of time
on disorder risk is a complicated undertaking. In
epidemiology, attempts are frequently made to
deconstruct the effects of time into age effects,
period effects, and cohort effects. Age effects
reflect the influence of aging and development on
risk for a disorder; this is the typical way in which
time is conceptualized in developmental psycho-
pathology. As described earlier, the process of
development has numerous implications for psy-
chopathology propensity and manifestation. The
prevalence of various disorders varies with age, as
do risk factors and characteristic symptom expres-
sions of psychopathology. But time can influence
psychopathology in other ways. Period and cohort
effects are used to examine how the time period in
which one is born and lives influences health
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(Holford, 1991). A period effect is the result of a
widespread change in exposure at the population
level that influences all individuals alive at that
time, regardless of age. Examples of period effects
are the occurrence of a natural or man-made
disaster, introduction of an environmental pollut-
ant, or widespread changes in social norms.
Period effects are not typically studied in relation
to psychopathology, because it is difficult to
imagine that there are exposures that have similar
mental health effects on individuals of all ages. As
a result, cohort effects are more frequently used in
developmental epidemiology to examine the
influence of historical changes in risk and protec-
tive factors on mental health outcomes according
to one’s year of birth. Although different defini-
tions of cohort effects have been proposed, recent
conceptualizations describe cohort effects as the
result of changes in the distribution of exposures
at the population level that differentially influence
people according to age; in other words, cohort
effects represent an interaction between age and
period of birth in shaping disease susceptibility
(Keyes, Utz, Robinson, & Li, 2010).

The use of age—period—cohort effect analysis
methods has proven to be particularly useful in
understanding variation over time in substance use
and substance disorders. For example, using data
from 1979 to 2005, Kerr and colleagues (Kerr,
Greenfield, Bond, Ye, & Rehm, 2009) document a
divergence in historical trends of alcohol use
according to age. Although the average alcohol
volume consumed and frequency of binge drink-
ing has declined over time for individuals aged 26
and older, average alcohol volume consumed and
frequency of binge drinking has increased over
time for individuals aged 18-25 (Kerr et al., 2009).
Increased alcohol consumption and binge drink-
ing among adolescents and young adults was spe-
cifically observed among those born after 1975.
Social factors that contribute to substance use
have also been studied using age—period—cohort
methods. A recent study documented substantial
variation across time in adolescent social norms
regarding approval of marijuana use and a strong
association between such norms and adolescent
marijuana use (Keyes et al., 2011). The odds of
adolescent marijuana use were more than 3.5
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times higher in cohorts where fewer than half of
adolescents disapproved of marijuana use com-
pared to cohorts where most adolescents disap-
prove of its use, controlling for one’s own attitudes
towards marijuana use. Although cohort-specific
approval of marijuana use was strongly related to
adolescent patterns of use, period-specific
approval was not. These findings suggest that ado-
lescent substance use behavior is influenced
mostly by social norms of similar-aged peers
rather than broader societal norms regarding sub-
stance use (Keyes et al., 2011).

Importantly, interpretation of age—period—cohort
effects remains challenging. Strong collinearity
among age, period, and cohort creates difficulty in
estimating standard statistical models to quantify
effects, although new methods have been devel-
oped that mitigate the influence of collinearity on
age, period, and cohort estimates (Keyes & Li,
2010; Yang & Land, 2008). Caution is espe-
cially warranted in interpreting age—period—cohort
effects that are based on retrospective reporting in
cross-sectional surveys. For example, findings
from several epidemiological surveys of adults
suggested that the lifetime prevalence of major
depression was higher in younger birth cohorts
than in older birth cohorts (i.e., increasing over
time) and that the average age of depression
onset was becoming increasingly younger (Burke,
Burke, Rae, & Regier, 1991; Kessler et al., 2003).
The existence of this “epidemic” of depression
was, in turn, widely publicized in the media.
However, recall bias is a concern when adults are
asked to report retrospectively about child and
adolescent episodes of depression, and recall failure
of episodes among older individuals might con-
tribute to the appearance of higher prevalence in
younger cohorts in the absence of a real cohort
effect. To address this issue, Costello and col-
leagues (Costello, Erkanli, & Angold 2006) con-
ducted a meta-analysis of epidemiologic studies of
children and adolescents from successive birth
cohorts with observations of over 60,000 youths.
Their analysis revealed no changes in the preva-
lence of depression across birth cohorts, suggest-
ing that previously reported findings of such a
cohort effect were likely due to recall bias in
older adults (Costello, Erkanli, et al., 2006).
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Geographic, Social, and Contextual
Influences

Health and developmental outcomes exhibit

marked geographical variation, and epidemiology
has long acknowledged the importance of place as
a determinant of risk exposure and health status.
Research examining the influence of neighbor-
hoods on health has increased dramatically in the
past two decades. The upsurge in research on this
topic is attributable to advances in multilevel mod-
eling and statistical approaches that allow for
simultaneous estimation of individual- and neigh-
borhood-level effects and account for nonindepen-
dence of observations from multiple individuals
living in the same neighborhood, as well as
renewed interest in the social determinants of
health (Diez Roux, 2001). At the most basic level,
the physical characteristics and location of one’s
neighborhood may influence health and develop-
ment through exposure to hazards such as lead and
other toxins, pollutants, graffiti, and ambient noise,
as well as by determining access to healthy food
and social services and the availability of alcohol
and illicit drugs (Aneshensel & Sucoff, 1996). The
place in which one lives also determines numerous
aspects of social context including education and
employment opportunities, formal and informal
institutions, presence of stable adult role models,
social norms, and exposure to crime, violence, and
delinquent behavior (Sampson, Morenoff, &
Gannon-Rowley, 2002). Research on neighbor-
hoods and individual outcomes naturally lends
itself to an epidemiological approach, because
respondents must be drawn from a sufficiently
large number of areas to obtain adequate variability
in neighborhood characteristics; at the same time,
measurement of individual-level characteristics
must be performed to simultaneously estimate the
effects of both neighborhood and individual-level
factors on the outcome of interest. Epidemiological
study designs that examine neighborhood effects
on child health and development include national
or regional studies that sample respondents from a
large number of areas, as well as neighborhood-
based designs that identify neighborhood charac-
teristics of interest and sample individuals living in
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neighborhoods with those particular characteristics
(e.g., proportion of residents living in poverty)
(Leventhal & Brooks-Gunn, 2000). Neighborhoods
are almost always defined using geographic bound-
aries defined by the Census Bureau. Ecological
designs that link aspects of place to aggregate
population-based measures of health, such as rates
of mortality or premature birth, can also be used to
examine geographic variation in health. These
have less commonly been used to study questions
in developmental psychopathology.

Existing evidence suggests that neighborhood
characteristics are, indeed, important determi-
nants of child mental health and developmental
outcomes. Even after controls for individual- and
family-level factors are considered, youths resid-
ing in low SES neighborhoods (based on average
income, educational attainment, and/or employ-
ment status of adults in the neighborhood) exhibit
lower achievement scores and cognitive ability
(Chase-Lansdale & Gordon, 1996; Sampson,
Sharkey, & Raudenbush, 2008), higher levels of
externalizing behavior problems in early child-
hood (Duncan et al., 1994), and greater engage-
ment in delinquent and criminal behavior in
adolescence (Peeples & Loeber, 1994) than
youths from more affluent neighborhoods. Rates
of exposure to child maltreatment, a potent risk
factor for child and adolescent psychopathology,
are also elevated in socioeconomically disadvan-
taged neighborhoods as well as in neighborhoods
characterized by residential instability, over-
crowding, and greater access to alcohol and illicit
drugs (Coulton, Crampton, Irwin, Spilsbury, &
Korbin, 2007; Freisthler, Needell, & Gruenewald,
2004). Other neighborhood characteristics that
have been linked to psychopathology and sub-
stance use include residential instability, ambient
hazards and dangers, physical disorder (e.g., bro-
ken windows, graffiti), and density of alcohol out-
lets (Aneshensel & Sucoff, 1996; Keyes et al.,
2012; Kuntsche, Keundig, & Gmel, 2008). Recent
research has identified specific social processes
through which neighborhoods influence child
developmental outcomes. The degree of social
cohesion among neighborhood members and their
willingness to intervene for the common good—a
construct known as collective efficacy—has been
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shown to mediate the effects of concentrated pov-
erty and neighborhood disadvantage on crime,
violence, children’s antisocial behavior, and com-
posite measures of child mental health (Sampson,
Raudenbush, & Earls, 1997, Xue, Leventhal,
Brooks-Gunn, & Earls, 2005).

A primary methodological question raised in
research on neighborhoods and health involves
the role of selection; it is difficult to disentangle
whether associations between neighborhood
characteristics and developmental outcomes
reflect actual neighborhood effects or whether
differential selection of individuals into neigh-
borhoods explains these associations (Sampson
et al., 2002). Advanced statistical methods have
been developed to try to model selection effects
(Sampson, Sharkey, & Raudenbush, 2007), but
they remain a persistent challenge in neighbor-
hood research. The Moving to Opportunity
(MTO) Study, an experimental study that ran-
domized families living in public housing in
high-poverty neighborhoods to receive relocation
and rent assistance in order to move to a low-
poverty area, provides more rigorous evidence for
the importance of neighborhoods on child devel-
opment and health outcomes. Longitudinal fol-
low-up of these families found that parents who
moved to low-poverty neighborhoods reported
less distress than those who stayed in high-pov-
erty neighborhoods, and boys who moved to low-
poverty neighborhoods exhibited lower symptoms
of anxiety and depression than those who did not
move (Leventhal & Brooks-Gunn, 2003).

Policy-Level Influences

One of the more exciting recent developments in
developmental epidemiology involves the use of
epidemiological data to investigate the influence
of public policies on child health and develop-
mental outcomes. National tracking surveys (i.e.,
cross-sectional surveys that are repeated at regu-
lar intervals such as the National Health Interview
Survey [NHIS] and the Youth Risk Behavior
Surveillance System [ YRBSS]) provide an excel-
lent opportunity to examine the associations of
public policies with mental health and health
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behaviors at the population level. An important
consideration in this type of research is to ensure
that the dataset selected to examine health out-
comes can be aggregated at the appropriate level
for the policy being examined. If a state-level
policy is of interest, a dataset must be used that
classifies respondents based on state of residence;
if county-level policy is the focus, aggregation of
respondents at the county level must be possible.
Policies at the school, county, and state levels
have been shown to have important influences on
child mental health and development. For exam-
ple, a recent study suggests that school-level poli-
cies and other aspects of the social environment
are associated with suicide attempts among LGB
adolescents. Hatzenbuehler (2011) determined
the proportion of schools in each county in
Oregon that had implemented antidiscrimination
and anti-bullying policies that specifically pro-
tected sexual minority youths and had gay-
straight alliances on campus; this measure of
school policy was combined with several other
markers of the social environment (e.g., propor-
tion of same-sex couples in each county) and
linked to individual-level mental health data from
the Oregon YRBSS, aggregated at the county
level. The findings indicated that LGB adoles-
cents are at elevated risk for suicide attempts in
counties with a smaller proportion of schools that
have protective policies and gay-straight alli-
ances (Hatzenbuehler, 2011). Epidemiological
research has also documented relationships
between the amount of state excise taxes on ciga-
rettes and child exposure to smoke within the
home (Hawkins, Chandra, & Berkman, 2012),
between state-level alcohol taxes and the preva-
lence of alcohol dependence (Henderson, Liu,
Diez Roux, Link, & Hasin, 2004), and between
state-level school nutrition and physical educa-
tion policies and the prevalence of child/adoles-
cent obesity (Riis, Grason, Strobino, Ahmed, &
Minkovitz, 2012). Studies that directly examine
public policies in this way have the advantage of
providing clear guidance regarding policy inter-
ventions that might ameliorate developmental
outcomes at the population level.
Epidemiological data that is collected over
multiple time points can also be used to monitor
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changes in population-level health following
changes in public policy. An innovative example
of this type of research is a study conducted by
Costello and colleagues (Costello, Compton,
Keeler, & Angold, 2003) using data from the
Great Smoky Mountain Study, which began
annual data collection in 1993. During this ongo-
ing data collection, a change in public policy
resulted in the opening of a casino on an American
Indian reservation that included children in
the Great Smoky Mountain Study (Costello,
Compton, et al., 2003). The casino opening
resulted in an income supplement for all families
living on the reservation, as well as increased
employment opportunities. A meaningful propor-
tion of families living in poverty at the beginning
of the study were no longer poor 8 years later.
Before the casino opened, children living in fami-
lies that would be moved out of poverty had
similar levels of psychopathology as children living
in families that would remain persistently poor;
both of these groups had higher psychopathology
than children living in nonpoor families.
Following the casino opening, children living in
families that were no longer poor experienced a
decrease in externalizing symptoms such that they
had lower levels of symptoms than children whose
families remained poor and similar levels of
symptoms to children in families that were
never poor (Costello, Compton, et al., 2003). No
changes in internalizing symptoms were observed
as a result of the intervention. These findings pro-
vided strong evidence for social causation theories
of the relationship between poverty and mental
illness, particularly for child externalizing behavior.

National tracking data can be used in a similar
fashion to monitor changes in mental health at
the population level following major events, such
as natural or man-made disasters. If survey data
are not collected in close enough proximity to an
event to determine changes in psychopathology
following that event, study designs can draw on
the measures used in national tracking surveys to
use in original data collection. For example, the
NHIS has administered the Strengths and
Difficulties Questionnaire (Goodman, 1999) to
parents in every year since 2001 to estimate the
prevalence of serious emotional disturbance
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(SED) among US children. This same measure
was administered to a population-based sample
of adults following Hurricane Katrina. This study
estimated that 15.1 % of youths aged 4-17 in
hurricane-affected areas had SED following the
storm compared to 4.7 % in hurricane-affected
areas prior to the storm based on NHIS data from
the previous year using the same measure
(McLaughlin et al., 2009). Information of this
sort can be useful to policy makers for mental
health service planning purposes.

Service Utilization

Epidemiological data can also be utilized to exam-
ine the use of mental health services among chil-
dren and youths in order to generate estimates of
unmet need for treatment and identify factors that
influence service utilization. Data from the Great
Smoky Mountain Study indicate that service use
is strongly associated with need; children and
adolescents with SED are nearly 10 times as likely
to receive mental health services than youths
without a disorder (Burns et al., 1997). However,
only 40 % of youths who meet criteria for a men-
tal disorder and experience significant functional
impairment (thus qualifying as having SED)
received mental health services in the 3 months
preceding the survey, and only 20 % received ser-
vices in the specialty mental health sector (Burns
et al., 1995). Among children and adolescents
who receive mental health treatment, the vast
majority obtain it in the education sector, typically
from guidance counselors and school psycholo-
gists (Burns et al., 1995, 1997). Youths who have
public insurance (i.e., Medicaid) are more than
four times as likely to receive mental health ser-
vices than those without insurance coverage,
although children and adolescents with private
insurance are no more likely that youths without
coverage to receive services (Burns et al., 1997).
Together, these findings suggest substantial unmet
need for mental health services among youths
with functionally impairing mental disorders, the
substitution of school-based services for services
in the specialty mental health sector, and potential
problems with access to treatment for uninsured
youths and those with private insurance.

K.A. McLaughlin

Using Epidemiological Data

This section focuses on how researchers in devel-
opmental psychopathology can use epidemiolog-
ical data in their own research. An increasing
number of developmental epidemiology datasets
are publicly available and can be either down-
loaded or requested for use by researchers for
little or no cost. These datasets provide research-
ers the opportunity to utilize population-based
data and to incorporate epidemiological research
methods into an existing program of research.
Table 5.1 provides a description of publicly avail-
able epidemiological datasets that are well suited
to addressing research questions in developmen-
tal psychopathology. Although this list is far
from exhaustive, the highlighted datasets include
a selection of different study designs (e.g., cross-
sectional, longitudinal), different sampling strat-
egies (e.g., nationally representative, birth
cohort), and a focus on diverse sets of risk and
protective factors for psychopathology. Many of
these datasets—and others not included in this
review—are available from the Inter-University
Consortium for Political and Social Research
(ICPSR) at the University of Michigan: http://
www.icpsr.umich.edu/icpsrweb/ICPSR.

There are several advantages to incorporating
publicly available epidemiological datasets into
one’s research program. The most obvious benefit
is the savings in terms of time and expense associ-
ated with collecting data. Of course, not all research
questions can be investigated using epidemiologi-
cal data. But many can, and using existing data is
typically more efficient than obtaining funding and
collecting data on one’s own. Moreover, most pub-
licly available epidemiological datasets include
large numbers of participants (typically 10,000+),
providing greater power to examine risk and pro-
tective factors and other exposure—outcome rela-
tionships than is often possible when collecting
one’s own data. Another advantage of using epide-
miological data is that the sampling frame and
sampling strategies are articulated (typically in the
study documentation), allowing you to make more
accurate inferences about the study population
than is possible when using convenience or clinical
samples or other study designs that do not involve
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probability sampling. Finally, as reviewed in the
previous sections, epidemiological studies are well
suited to addressing a variety of research questions
that are difficult to investigate using other study
designs, especially research questions that require
data collected at multiple levels of analysis (e.g.,
biological, psychological, and social/contextual).
Leveraging publicly available data provides an
opportunity to incorporate these types of research
questions into one’s own research program.

Using publicly available data is not without
disadvantages, however. Using a dataset that was
not designed or collected specifically to answer
your research question of interest presents sev-
eral challenges. Most notably, the measures used
to assess a given construct of interest are likely to
be shorter or more cursory than what would be
included in a study designed specifically to
address your research question. In general, epide-
miological datasets are not constructed to answer
one specific research question; rather, they are
collected to provide a general population-based
resource for addressing numerous questions
about a particular outcome or set of outcomes
(e.g., mental disorders). As a result, many studies
focus on breadth rather than depth when assess-
ing risk and protective factors. This requires
adaptability on the part of the researcher in terms
of determining how available measures can be
used to address one’s research question. It is also
important to acknowledge that beginning to use
an existing dataset involves a significant time
commitment. Although the investment of time is
often less than what would be required to collect
a new dataset of one’s own, ample time is needed
to familiarize oneself with the data structure,
variables, and idiosyncrasies of a new dataset.
This investment of time is most useful when a
dataset can be used to address multiple questions
of interest in one’s research program.

Selecting a Study

In addition to the general advantages and
disadvantages of using publicly available epide-
miological data, each of the primary epidemio-
logical study design types involve specific
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methodological benefits and costs that are impor-
tant to consider before selecting a dataset. This
section reviews the advantages and disadvantages
of using cohort, cross-sectional, and case—control
studies to investigate questions in developmental
psychopathology.

Cohort studies are typically the design type of
choice in developmental epidemiology because
they are prospective and can directly examine
developmental changes in psychopathology and
in exposure—outcome relationships. A classic
cohort study enrolls individuals with and without
a particular exposure (e.g., maternal smoking
during pregnancy) and follows them over time to
ascertain disease outcomes as a function of expo-
sure. Most cohort studies in developmental epide-
miology use a more general approach of recruiting
a large sample and following respondents over
time, rather than selecting on the basis of a spe-
cific exposure. An example of this type of cohort
study is the National Longitudinal Study of
Adolescent Health (Add Health). More specifi-
cally, many developmental epidemiology cohort
studies are birth cohorts. Birth cohorts recruit as
many respondents as possible who were born in a
particular place at a particular time and follow
them longitudinally. Examples of birth cohort
studies include the Dunedin Multidisciplinary
Study of Health and Development, the Avon
Longitudinal Study of Parents and Children, and
the Christchurch Study.

Cohort studies involve numerous methodologi-
cal advantages. These include the ability to esti-
mate the risk ratio, which is the risk of disease
among individuals exposed to particular risk fac-
tor divided by the risk of disease among the unex-
posed. The risk ratio is the gold standard measure
of effect in developmental epidemiology (Tu,
2003). Critically, cohort studies also allow the
temporal ordering of risk and protective factors
relative to disorder outcomes to be established.
They also provide the opportunity to model devel-
opmental trajectories to estimate how symptoms
and disorders vary over time within individuals
and how risk and protective factors influence these
developmental trajectories. Cohort studies are
thus particularly well suited to studying the course
of mental disorders, identifying risk factors for
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disorder persistence, and examining the temporal
sequencing of comorbid disorders. Together, these
advantages make cohort studies the mainstay of
developmental epidemiology.

Cohort studies are not without disadvantages,
however. First, cohort studies are not well suited
to studying rare outcomes (e.g., body dysmorphic
disorder), because there are typically not enough
cases available in a given sample to provide reli-
able estimates of association. Attrition is a major
challenge in cohort studies. Participant loss to
follow-up threatens the careful probability sam-
pling involved in epidemiological studies and
influences the types of inferences that can be
made about the study population. Attrition is a
particular problem when it occurs differentially
(i.e., when it is not random). If participants with
a specific mental disorder (i.e., depression) or
with a specific risk factor (i.e., child maltreat-
ment) are more likely to drop out of the study,
this introduces bias in estimating prevalence and
the associations between risk factors and out-
comes. For example, the association between
child maltreatment and substance disorders will
be underestimated if participants who have a his-
tory of maltreatment and a substance disorder are
more likely to drop out of the study than partici-
pants with maltreatment exposure who do not
have a substance disorder. An additional chal-
lenge in cohort studies involves measurement of
constructs across development. Often, different
measures are used to assess the same construct in
childhood as compared to adolescence or adult-
hood. For example, depressive symptoms are
typically assessed using different instruments at
different developmental periods. This introduces
challenges in modeling change over time and
may require the use of latent variable approaches.
Finally, some prominent birth cohort studies
(e.g., the Dunedin Multidisciplinary Study of
Health and Development) were started before
reliable and valid measures had been created to
assess many constructs of interest in develop-
mental psychopathology. As such, assessment of
childhood characteristics in these studies is fre-
quently based on measures that might be out-
dated as compared to current gold standards.
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One additional limitation of cohort studies,
from the perspective of the investigators collect-
ing the data, is that they are costly and time con-
suming. Many years of follow-up are typically
needed to track participants through risk periods
of interest, requiring substantial investments of
time and money. Accelerated cohort designs, also
called cross-sequential cohorts, present a solu-
tion to this issue. Accelerated cohorts enroll sep-
arate cohorts of participants (i.e., groups of
participants born in the same year) into the study
at baseline. Participants are then followed across
time and complete additional assessments at reg-
ular intervals. Comparison of developmental
changes across cohorts provides the ability to
determine whether these effects are similar across
birth cohorts or whether they differ according to
year of birth or time of measurement. This type
of study design also allows greater efficiency in
studying developmental change than in a typical
cohort design, because developmental changes
can be examined over a longer time period than
the actual follow-up period of the study. The
Great Smoky Mountain Study (Costello et al.,
1996) is an example of an accelerated cohort
design. Three cohorts of children were recruited
at baseline, aged 9, 11, and 13 years. Children
were reassessed annually, and data from this
study have produced numerous important find-
ings regarding incidence, prevalence, comorbid-
ity, and  developmental  changes in
psychopathology from middle childhood through
adolescence (Costello, Mustillo, et al., 2003). An
additional advantage of this study design is the
ability to examine age—period—cohort effects,
described earlier in the chapter. A disadvantage
with this study design is that there are fewer par-
ticipants at the tails of the age distribution (i.e.,
the oldest and youngest age groups) at any given
time point.

Cross-sectional studies are also frequently
used to answer developmental epidemiology
research questions. In a cross-sectional study,
participants complete study assessments at a sin-
gle point in time and are not followed longitudi-
nally. Cross-sectional studies are often used for
estimating disorder prevalence, distribution, and



5 Developmental Epidemiology

comorbidity. An example of a cross-sectional
epidemiological study designed to study these
constructs is the NCS-A (Kessler et al., 2009).
Cross-sectional studies can also be used to study
relationships of risk and protective factors with
mental disorders and are particularly well suited
to studying exposures that do not change with
time (e.g., sex, race/ethnicity). If data are care-
fully collected regarding disorder age of onset
and timing of exposure, it may also be possible to
estimate associations between temporally prior
risk and protective factors and subsequent disor-
der onset using survival analysis or other
regression-based techniques. This approach has
frequently been used in cross-sectional epidemi-
ological datasets by Ronald Kessler and col-
leagues to study exposure—disorder relationships,
for example, the relationship between temporally
prior mental disorders and subsequent onset of
secondary  comorbid  disorders  (Kessler,
Avenevoli, McLaughlin, et al., 2012). From a
data collection perspective, cross-sectional stud-
ies are less time consuming and costly than
cohort studies. As a result, cross-sectional epide-
miological studies often include much larger
samples than cohort studies. Another primary
advantage of cross-sectional studies is that attri-
tion is not a concern. Probability sampling tech-
niques and weighting can be applied to ensure
that inferences based on the study sample are
generalizable to the source population of interest.
Some cross-sectional epidemiological surveys
are repeated at regular intervals, typically annu-
ally, resulting in numerous unique samples of the
population across time. Examples of repeated
cross-sectional surveys include the Monitoring
the Future Study (http://www.monitoringthefu-
ture.org), the NHIS (http://www.cdc.gov/nchs/
nhis.htm), and the YRBSS (http://www.cdc.gov/
Healthy Youth/yrbs/index.htm).

The primary disadvantage in using cross-
sectional studies is that the temporal ordering of
exposures and disorder onset cannot be firmly
established. Retrospective recall is required to
estimate the developmental timing of events, and
numerous recall biases may influence the validity
of these estimates. Although procedures have
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been developed to improve the accuracy of these
reports (Knauper, Cannell, Schwarz, Bruce, &
Kessler, 1999), recall bias is difficult to eliminate
completely. It is important to note, however, that
retrospective recall is required even in prospec-
tive studies. In the absence of daily monitoring of
participants, which is not a method typically
employed in epidemiological studies, respondent
reports of events occurring over some previous
time period must be used to assess most con-
structs of interest. Cohort studies provide the
advantage of reducing the period of time for
which participant recall is required. An addi-
tional disadvantage of cross-sectional studies is
incidence-prevalence bias. Cross-sectional stud-
ies typically focus on prevalent cases (e.g., cur-
rent cases of major depression). Because
prevalent cases often differ in important ways
from incident cases, identification of risk factors
among prevalent cases may confound factors
associated with disorder onset with factors asso-
ciated with disorder persistence.

Case—control studies are also frequently used
in epidemiological studies. Case—control studies
involve selecting participants with and without a
specific disease or disorder (cases and controls,
respectively) and collecting an exposure history
to determine exposure—outcome relationships.
Case—control studies are less frequently used in
developmental epidemiology and are typically
conducted to answer a focused research question.
For example, this type of study design has been
used to investigate risk factors for autism, includ-
ing maternal autoimmune disorders (Croen,
Grether, Yoshida, Odouli, & Van de Water, 2005;
Smeeth et al., 2004). Case—control studies are
advantageous for studying rare outcomes more
cheaply and efficiently than cohort studies but
have numerous methodological disadvantages.
Recall bias is a prominent concern, particularly if
recall bias differs among cases and controls. This
is a likely possibility in many cases, particularly
if parents of children with and without a disorder
are being interviewed about past exposures.
Parents of children with a mental disorder may be
more invested in accurately recalling past expo-
sures or may have better memory for events that
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could be related to their child’s condition. Case—
control studies that use existing medical record or
archival data that were collected prior to the
ascertainment of cases and controls can over-
come this methodological weakness. A second
primary concern is that cases and controls are
often selected using different methods and there-
fore represent different source populations.
Finally, the measure of effect used in case—con-
trol studies, the odds ratio, often overestimates
the risk ratio—the gold standard association
between an exposure and outcome (Tu, 2003).
Nested case—control studies eliminate most of
these disadvantages. Nested case—control studies
involve selecting cases and controls from an
ongoing cohort study and using exposure data
collected at a previous time point as part of the
cohort study. In this type of study, the odds ratio
is a valid estimate of the risk ratio because cases
are included in the sampling frame for selection
of controls, and recall bias is not a concern. For
example, data from longitudinal population reg-
isters in Denmark were used to examine risk fac-
tors for suicide in youth aged 10-21. A nested
case—control study was conducted by examining
all completed suicides over a 16-year period
(cases) and a sample of controls matched on age
and sex. Using previously collected data in the
registry, investigators identified parental and
respondent mental illness as the factors most
strongly associated with youth suicide (Agerbo,
Nordentoft, & Mortensen, 2002). Because case—
control studies are typically initiated to study a
fairly specific research question, no such studies
are included in Table 5.1.

Conclusion

Developmental psychopathology is centrally
concerned with the dynamic interplay between
risk and protective factors operating at multi-
ple levels to influence developmental out-
comes. Thisincludes afocus onneurobiological,
psychological, and social development and, in
particular, the importance of social context and
social ecology in shaping each of these aspects
of development. Developmental epidemiology
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methods are uniquely suited to addressing
these types of complex multilevel questions.
Indeed, epidemiological approaches offer the
ability to simultaneously explore risk and pro-
tective factors operating within individuals,
families, schools, neighborhoods, and society.
Developmental epidemiology methods can
also be leveraged to identify the forces driving
population-level patterns of youth mental dis-
order prevalence and comorbidity, service use,
and mental health disparities across population
subgroups, space, and time. An increasing
number of epidemiological studies of child and
adolescent mental illness have been conducted
that are freely available to researchers in devel-
opmental psychopathology, providing unique
opportunities to investigate the multitude of
interacting determinants of child mental health
and development in the population.
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Developmental psychopathologists often seek to
explain change over time in psychiatric syn-
dromes and behavioral constructs. Because the
rate and form of change may be unique to particu-
lar children, complex interactions among person-
level characteristics, environmental characteristics,
genetic/biological characteristics, and time are
often hypothesized and investigated (e.g., Petersen
et al., 2012). However, before we can assess
change over time in such constructs and before we
can investigate how change differs across chil-
dren, we must consider how to conceptualize the
psychiatric constructs themselves, and we must
consider what assumptions are required for quan-
tifying change. In order to address these issues,
we first briefly discuss preliminary statistical and
conceptual issues involving the categorical versus
continuous representation of psychopathological
constructs at a given time point. Second, we dis-
cuss some preconditions for quantifying change
in such constructs across development. The third
and fourth sections of this chapter focus on meth-
ods for describing and predicting longitudinal
change in psychopathological constructs; these
methods allow recovery of interactions between
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person characteristics and time. We conclude with
extension topics relevant to the longitudinal mod-
eling of psychopathology and some design and
data considerations for such studies.

Conceptualizing Psychiatric
Syndromes as Categorical
or Continuous

Symptoms such as anhedonia, weight change,
and depressed mood covary or co-occur in the
population at large. At certain severities, frequen-
cies, and durations, the joint presence of these
symptoms, along with several others, is conven-
tionally considered to define an (unobserved)
depression syndrome in the Diagnostic and
Statistical Manual of Mental Disorders V
(American Psychiatric Association, 2013). More
generally, a psychiatric syndrome may be concep-
tualized as a dimensional or a categorical under-
lying construct. Dimensional models of
psychopathology posit that associations among
such depression symptoms occur because they
mutually depend on the same underlying dimen-
sional syndrome (i.e., a depressogenic liability
distribution). Categorical models of psychopa-
thology posit that there are homogeneous groups
with unique symptom profiles and furthermore
that observed associations among such depres-
sion symptoms arise due to the mixing together of
groups with different mean profiles. For instance,
one group might have a mean profile with high
anhedonia and insomnia and moderate levels of
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other symptoms, whereas another group might
have a mean profile with high depressed mood
and concentration problems but moderate levels
of other symptoms.

There have been attempts to discriminate
statistically between categorical and continuous
representations of psychiatric constructs (for
reviews, see Helzer, van den Brink, & Guth,
2006; Kraemer, Shrout, & Rubio-Stipec, 2007;
Krueger, Markon, Patrick, & Iacono, 2005;
Widiger & Samuel, 2005). Recent approaches
(e.g., Brown & Barlow, 2005; Conway, Hammen,
& Brennan, 2012; Gillespie, Neale, Legrand,
et al., 2011; Hallquist & Pilkonis, 2012; Lubke,
Muthén, & Moilanen, et al., 2007; Muthén, 2006;
Trull & Durrett, 2005; Walton, Ormel, & Krueger,
2011; Witkiewitz et al., 2013) involving analyses
of symptom-level data have often involved
comparing the fit of alternative statistical models
that explain associations among symptoms
using either latent dimensions—factor analysis
models—or categories—mixture models such
as latent class or latent profile models.
Representations that combine both categories
and continua have also been considered and have
received attention in DSM-V (Regier, Kuhl, &
Kupfer, 2013). Although there is no guarantee
that the better fitting model corresponds to the
true nature of psychiatric syndromes in the
population (Bollen, 1989; Lubke et al., 2007),
this assumption often seems to be employed. The
ability to accurately discriminate between these
categorical and continuous representations of
psychopathology has been shown to depend on,
for instance, sample size and the separation
among classes, if classes exist (Lubke, 2012;
Lubke & Neale, 2006, 2008). Historically, taxo-
metric methods have also been used for discrimi-
nating classes from continua for psychiatric
constructs (see Haslam, Holland, & Kuppens,
2012; Waller & Meehl, 1998), though these
approaches have recently been shown to have key
limitations compared to mixture models for this
purpose (see Lubke & Tueller, 2010).

Ongoing interest in representing psychiatric
constructs categorically often stems from the fact
that ultimately categorical decisions will need to
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be made regarding who will get treatment (cases)
and who will not (Costello & Angold, 2006;
Zachar, 2000). However, syndromes may still be
treated as dimensional in statistical models even
if ultimately categorical treatment decisions will
be made. In fact, dimensional models of psycho-
pathology can have advantages in terms of statis-
tical power (i.e., the chance of detecting an effect
when there is one) and in terms of prediction
accuracy (e.g., Bergman, von Eye, & Magnusson,
2006; MacCallum, Zhang, Preacher, & Rucker,
2002; Markon, Chmielewski, & Miller, 2011).
On the flip side, syndromes may still be treated as
categorical in statistical models even if ultimately
theory considers them as continuous constructs.
One rationale for doing so is that assumptions
imposed by dimensional models of psychopa-
thology (e.g., that the underlying liability distri-
bution for depression is normal) may be violated,
and categorical representations of psychopathol-
ogy can avoid restrictive distributional assump-
tions. = However, preliminary  empirical
examinations of such latent syndrome liability
distributions (van den Oord, Pickles, & Waldman,
2003) have not evidenced profound nonnormality
to date (see also Schmitt, Mehta, Aggen,
Kubarych, & Neale, 2006; Sterba, Baldasaro, &
Bauer, 2012).

In sum, there may be, but does not need to be,
an exact match between how the psychopathologi-
cal construct is conceptualized theoretically (as a
discrete or continuous syndrome) and how the
psychopathological construct is treated in statis-
tical models. In statistical models, it may be treated
as categorical—a binary depression diagnosis vari-
able or a nominal depression class membership
variable—versus continuous—a continuous score
on a depression factor or a sum of depression
items, or a combination.

Are We Measuring the Same
Syndrome Construct Over Time?

There were relatively few explicit developmen-
tal modifications of DSM-IV Axis I psychiatric
syndromes for particular age groups (see
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Costello & Angold, 2006, for review). This was
a topic of discussion in the revisions for DSM-V
(e.g., Pine et al., 2011; Rutter, 2011) resulting in
several more modifications for DSM-V (see
Regier et al. (2013) for a review.) Historically,
there has been an assumption that psychiatric
syndromes manifest similarly across develop-
mental time, though they may differ in rate (e.g.,
tendency for higher levels of a disruptive behav-
ior latent construct in toddlers, higher levels of
an anxiety latent construct in middle childhood,
and higher levels of a depression latent construct
in adolescence). In fact, in order to assess quan-
titative longitudinal change in a behavior or
syndrome (a topic considered in detail shortly),
we must be able to make this assumption that we
are measuring the same thing over time—i.e.,
that our construct displays measurement invari-
ance. Specifically, in the context of psychiatric
syndromes, this means each symptom should
relate to the underlying latent syndrome in the
same way, regardless of age.

The popular theoretical concept of develop-
mental pathways of psychopathological behavior
(Loeber, Keenan, & Zhang, 1997; Pickles & Hill,
2006) is not inconsistent with the existence of
measurement invariance of psychiatric con-
structs. For instance, in one common example of
such pathways, some children with oppositional
defiant behavior in middle childhood desist by
adolescence. However, among the children with
persistent oppositionality, some develop conduct
disorder problems in adolescence. This phenom-
enon is also called successive comorbidity
(Angold, Costello, & Erkanli, 1999). So long as
oppositional defiant symptoms consistently rep-
resent that syndrome over time and so long as
conduct disorder symptoms consistently repre-
sent that syndrome over time, measurement
invariance could still hold. An example of a
theory that suggests violation of measurement
invariance is that of Patterson (1993) who sug-
gests that there is one underlying liability for
antisocial behavior that he likens to a chimera;
it manifests qualitatively differently over time
depending on the cognitive level and develop-
mental milestones of a given developmental

period. Whereas biting could be an indicator of
the antisocial behavior construct in toddlerhood,
it would not be an equally valid indicator in
adolescence. Another theory that suggests viola-
tion of measurement invariance posits develop-
mental differentiation of psychopathology
(Knapp & Jensen, 2006; Lilienfeld, Waldman, &
Israel, 1994) in which psychiatric syndromes are
thought to be undifferentiated in early childhood.
With advances in cognitive and emotional capa-
city, distinct syndromes like those described in
the DSM are thought to be eventually capable of
manifesting.

It is possible to statistically evaluate whether
measurement invariance holds, presuming the
availability of multivariate, longitudinal,
symptom-level data. The particular statistical
method for doing so will depend on whether psy-
chopathology is being represented dimensionally
(i.e., using syndrome factors) or categorically
(using discrete classes with differing symptom
patterns). Using the dimensional representation,
measurement invariance can be evaluated using a
longitudinal factor analysis framework (e.g.,
Tisak & Meredith, 1990). A factor analysis
model is specified at every time point, and
increasingly restrictive constraints are tested
regarding the stability of the relationship between
symptom indicators and syndrome factors across
time points. Instead of using the categorical rep-
resentation, measurement invariance can be eval-
uated using a latent transition model framework
(Collins & Wugalter, 1992). In this framework, a
latent class model is specified at every time point,
and classes at times t—1 and 7 are related; increas-
ingly restrictive constraints are tested regarding
the stability of symptom endorsement probabili-
ties within-class across-time (see Collins &
Lanza, 2010 for an example).

One possible manifestation of measurement
noninvariance in the form of developmental dif-
ferentiation would be if the number of factors or
number of classes representing a construct
increased over time. In one illustrative analysis
that used a dimensional representation of Axis I
DSM-IV syndromes, the factor structure repre-
senting these syndromes in preschoolers (Sterba,
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Egger & Angold, 2007; see also Strickland et al.,
2011) remained largely similar in a separate sam-
ple across middle childhood to adolescence, with
little evidence of developmental differentiation
except with respect to generalized anxiety and
depression in later adolescence (Sterba et al.,
2010). If measurement invariance is partially
supported (e.g., most but not all items retain the
same relationship to their respective construct
over time), longitudinal change in the construct
can still be quantified so long as (a) some items
display measurement invariance (called anchor
items) and (b) a longitudinal model is chosen that
explicitly allows for noninvariant symptom-to-
syndrome relationships over time. Quantifying
change with partially invariant constructs is dis-
cussed in Edwards and Wirth (2009), and costs of
assuming full invariance when only partial invari-
ance holds are described in Wirth (2008). New
Bayesian methods for more flexibly imposing
partial measurement invariance are described in
Muthén and Asparouhov (2013). In the subse-
quent sections, we assume measurement invari-
ance of psychological constructs and focus
instead on alternative approaches for quantifying
change.

Describing Growth
in a Psychological Construct

A common objective of developmental psycho-
pathology applications is describing and pre-
dicting growth in a target psychopathology
construct over time (e.g., Curran & Willoughby,
2003; Dougherty, Klein, & Davila, 2004;
Lenzenweger, Johnson, & Willett, 2004). Later
we consider quantifying multivariate change in
multiple constructs at once. For simplicity, sup-
pose that we have an observed outcome repeat-
edly measured for N persons (i=1...N) across
t=1...T time points. Our observed repeated
measure itself could be categorical or continu-
ous. In the running example in this and the next
section, our repeated measure is a binary physi-
cal aggression indicator recorded at 7=3 time
points spaced approximately one year apart.
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This measure was collected from N=428 young
adults who were recruited in 2002 at age 17-18!
as they were transitioning out of Midwestern
state-run or foster care facilities (Courtney &
Cusick, 2007). This repeated measure will exhibit
a particular mean trend over time, and its scores
will be correlated over time. We can also expect
that there will be heterogeneity around the
sample mean trend in individual patterns of
change over time—these individual patterns are
often called individual trajectories of change.
Statistically, we have alternatives for model-
ing this heterogeneity. As two examples, we
could account for this heterogeneity by assum-
ing that individual trajectories vary continuously
around a population mean trajectory, and then
we could estimate a mean trend and continuous
variability around this trend. This approach is
often called random coefficient growth model-
ing (RCGM), hierarchical linear modeling, or
latent curve modeling (Bollen & Curran, 2006;
Singer & Willett, 2003). Figure 6.1 Panel (a)
depicts a decreasing marginal mean trajectory
(bold solid line) from a RCGM for our running
example, superimposed upon a continuous dis-
tribution of individual trajectories implied by the
model (thin grey lines). An alternative is to
account for individual heterogeneity in change
over time by assuming that it can be described
by a finite number of prototype trajectories and
that we can statistically select an optimal num-
ber of prototype trajectories. Children following
the same prototype trajectory are considered
members of their own latent trajectory class.
Specifically, within a class, individuals are
assumed to follow the same trend apart from
random noise, although the functional form of
the trend can differ between classes. This

'Exact ages for participants in this Crime during the
Transition to Adulthood dataset, at www.icpsr.umich.edu,
were not available to the public. A physically aggressive
conduct offense was considered to have occurred if an
adolescent over the past 12 months participated in a group
fight, shot or stabbed someone, pulled a knife or gun,
badly injured someone, or threatened someone with a
weapon. Other representations of this aggression con-
struct would be possible.
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Fig. 6.1 Unconditional RCGM versus LCGM aggres-
sion trajectories for the empirical example. (a) RCGM
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approach is often called latent class growth mod-
eling (LCGM) or semiparametric group-based
trajectory modeling (Muthén, 2001; Nagin,
1999); a related model not considered in detail
here is called a growth mixture model (e.g.,
Muthén & Shedden, 1999). Figure 6.1 Panel (b)
depicts the results of fitting a LCGM to the run-
ning example dataset. The best-fitting> 3-class
solution is shown. These classes are seen to dif-
fer qualitatively in functional form (e.g., a high-
chronic, low-stable, vs. decreasing shape). They
also differ in probability of class membership
(i.e., class proportions: 0.11 vs. 0.37 vs. 0.52,
respectively).

Hundreds of applications of RCGMs and
LCGMs (and closely related models) in the
developmental psychopathology field have been
published in the last decade alone (for reviews,
see Nagin & Odgers, 2010; Sterba et al., 2012).
Many of these applications have been in areas
of substance abuse, delinquent behaviors, and
internalizing behavior. Although there has been

2The best-fitting number of classes was determined using
Akaike’s information criterion and the Lo-Mendell-Rubin
adjusted likelihood ratio test.
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some discussion of which model is best to apply
under certain conditions (e.g., Maughan, 2005;
Nagin & Tremblay, 2005b; Raudenbush, 2001,
2005; Sampson & Laub, 2005), this has remained
unresolved because even when both models are
fit to the same data, it is difficult to statistically
tell if extracted LCGM trajectory classes truly
exist or whether they are approximating an
underlying continuous distribution of individ-
ual differences in change (Bauer & Curran,
2003a, 2003b).

Instead, there has been increasing interest in
synthesizing LCGM and RCGM results across
and within studies (e.g., Connell, Dishion, &
Deater-Deckard, 2006; Hirsh-Pasek & Burchinal,
2006; Reinecke, 2006; Romens, Abramson, &
Alloy, 2009). One obstacle to this synthesis has
been the perception that a RCGM implies only one
trajectory (the mean trend) and thus is not compa-
rable to LCGM results that extract multiple class
trajectories. Even efforts to synthesize LCGM
results across studies have encountered obstacles.
Many researchers expected that if classes literally
correspond to population subgroups, the number
of best-fitting class trajectories in LCGM should
be replicable across studies using the same outcome
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(e.g., antisocial behavior). Such replicability has
not been found (e.g., Fontaine, Carbonneau,
Vitaro, Barker, & Tremblay, 2009; Horn, 2000;
Nandi, Beard, & Galea, 2009; Skardhamar, 2010;
van Dulmen, Goncy, Vest, & Flannery, 2009).
For instance, in Fontaine et al.’s (2009) review of
21 applications of LCGM to girls’ antisocial
behavior, 5 % of studies had >5 classes, 29 % had
5 classes, 28 % had 4, 28 % had 3, and 10 % had
2. The proportions and shapes of these classes also
differed widely [e.g., chronic (4 %), escalators
(12 %), desistors (35 %), late onsetters (17 %),
nonoffenders (32 %) vs. high rising (35 %), low
(65 %) vs. high decreasers (4 %), low decreasers
(15 %), near zero (81 %)]. Statistically, however,
these findings are not surprising; the best-fitting
number of LCGM trajectory classes extracted
depends to some extent on N and 7, just as the
amount of continuous variability detectable in
RCGM (e.g., continuous variation in just inter-
cepts or also in linear and quadratic slopes of time)
is known to depend on N and T (Fitzmaurice,
Laird, & Ware, 2011; Hedeker & Gibbons, 2006).
Other factors, such as measurement/distributional
properties of the outcome and sampling character-
istics, also affect the amount of heterogeneity that
can be accounted for with either trajectory classes
or continua (Bauer & Curran, 2003a; Eggleston,
Laub, & Sampson, 2004; Jackson & Sher, 2008).
Even if we could equate across-study characteris-
tics when comparing LCGM applications within a
given topic area (e.g., antisocial behavior), how-
ever, we still face the inability to integrate descrip-
tive results across studies when LCGM is fit in one
study and RCGM is fit in another study.

We can circumvent the latter impasse by shift-
ing from focusing exclusively on description of
individual change over time to focusing on the
more concrete and arguably more clinically rele-
vant objective of explaining and predicting indi-
vidual patterns of change over time (Butler &
Louis, 1992; Cudeck & Henly, 2003; Raudenbush,
2005; Sterba & Bauer, 2013). We will later see
that considering prediction of change over time
yields opportunities for comparing and synthe-
sizing LCGM and RCGM results within and
across developmental psychopathology studies.
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Predicting Growth
in a Psychological Construct

Both RCGM and LCGM allow prediction of
growth trajectories, using either time invariant
covariates (TICs, e.g., gender, race, presence of
birth trauma, presence of a particular gene) that
are measured once or time-varying covariates
(TVCs, e.g., whether an adolescent became
homeless at time 7, joined a gang at time #, or was
pregnant at time f) that are measured at multiple
repeated time points. The effect (i.e., slope) of
time may differ across values of a TIC, such as if
rate of change in the antisocial behavior outcome
is more positive for boys than girls. The effect of
a TVC could also differ across time (e.g., if peer
victimization at #=age 13 had a larger effect on
antisocial behavior than did peer victimization at
t=age 18). When the effect of a predictor differs
across the levels of another predictor (here, for
instance, time), this is statistically termed an
interaction. Higher order interactions involve
more than two variables. Nonlinear interactions
imply that the effect of a predictor depends
nonlinearly on the levels of another variable (see
Aiken & West, 1991 for examples). It is also
possible for TICs to interact with each other or to
interact with particular TVCs, but our illustration
here focuses on interactions involving time.
Recovery of potentially complex interactions
involving person-level variables, environmental/
contextual variables, and biological/neurological
variables over time is central to many research
traditions in the developmental psychopathology
field, including the person-oriented research para-
digm (Bergman & Magnusson, 1997; Cairns,
Bergman, & Kagan, 1998; Muthén & Muthén,
2000; Sterba & Bauer, 2010a, 2010b; Von Eye &
Bergman, 2003) and the holistic-interactional
research paradigm (e.g., Gottleib & Halpern,
2002; Magnusson, 1985). The latter paradigm, for
instance, calls for investigating “how person fac-
tors and environmental factors—independently
and jointly in interaction—operate and influence
the course of development from childhood to ado-
lescence” (Magnusson, 1985, p. 119). Put simply,
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incorporating interaction relationships allows for
conclusions to be made about change over time in
a psychological construct with a greater degree of
individual specificity. One could conclude that
children with a particular constellation of charac-
teristics may have differently shaped trajectories
(with different rates of change over time in the
outcome) than children with another constellation
of characteristics.

Methods like LCGMs which classify children
into classes or clusters are thought to have a
distinct advantage for recovering complex
potentially nonlinear interactions, compared to
regression-based methods which do not extract
classes, such as RCGM (e.g., Bergman, 2001;
Bergman & Trost, 2006; Connell et al., 2006;
Laursen & Hoff, 2006; Moffitt, 2006, 2008;
Muthén, 2001, 2004; Nagin & Tremblay, 2005b;
Segawa, Ngwe, Li, Flay, & Coinvestigators,
2005). The anticipated advantages of
classification-based methods such as LCGMs
may be based on the perspective that models like
RCGMs can only accommodate linear predictive
relationships (Hill, White, Chung, Hawkins, &
Catalano, 2000; Shaw & Liang, 2012; Torppa,
Poikkeus, Laakso, Eklund, & Lyytinen, 2006)—
despite the fact that procedures exist for incorpo-
rating nonlinear and/or interactive predictor
relationships in models such as RCGMs (Aiken &
West, 1991; Curran, Bauer, & Willoughby, 2004).
Anticipated advantages are also attributed to clas-
sification methods’ greater flexibility in account-
ing for predictor relations (e.g., Laursen & Hoff,
2006; Pastor, Barron, Miller, & Davis, 2007).

However, Sterba and Bauer (2013) showed
that, rather than one model being inherently
superior at recovering such relationships, LCGMs
and RCGMs accommodate interactions in differ-
ent ways, and if specified appropriately both
models can approximately equally well recover
the same interactions—even higher-order nonlin-
ear interactions. For instance, to accommodate
interactions between TICs and time, RCGMs
require explicitly including product terms (e.g.,
TIC xtime, TICxtime?, TIC?xtime) as predic-
tors of the outcome. In contrast, LCGMs accom-
modate interactions between TICs and time by

including the TIC as a main effect predictor of
class membership. The class trajectories, which
differ in functional form of time, are then
weighted by the probability of class member-
ship—which is now conditional on the TIC. This
specification intrinsically accommodates interac-
tions between TIC and time. Thus, for recovering
complex interactions involving TICs and time,
these models require different things. RCGMs
require entering higher-order product terms as
covariates, whereas LCGMs require more
classes, higher-order functional forms of time
within class, and class-varying predictor effects
(Sterba & Bauer, 2013). Yet for other kinds of
interactions, both models require the same proce-
dures. For instance, both models can account for
an effect of a TVC that differs over time, by either
including an explicit product term TVC x time as
a covariate or by specifying different slopes of
the TVC at each time point.

We now use our running example on physical
aggression to illustrate how our RCGM and our
3-class LCGM each account for similar patterns
of change for adolescents with particular TIC and
TVC characteristics. In other words, despite the
fact that marginally the RCGM implies one mean
trajectory and the LCGM implies 3 class-specific
mean trajectories, both models will be able to
recover approximately the same predicted trajec-
tories of change conditional on chosen person-
level characteristics. For our example, TICs of
interest are: presence of an alcohol or substance
abuse diagnosis at time 1 (alc;), male gender
(male)), level of social support (sup;, a standard-
ized scale score from Sherbourne and Stewart’s
[1991] inventory), and presence of a prior arrest
record (arr;). TVCs of interest are whether an
adolescent was in school at time ¢ (sch;) and
whether the adolescent was selling drugs at time
t (sell;). An i subscript for a predictor denotes
that it can have a unique value for every person,
and an it subscript denotes that it can have a
unique value for every person at every time point.

Though key results are shortly presented in
graphical format, for interested readers, we briefly
present the formulas for predicted trajectories—
expected values of the outcome at each time point
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given chosen values of the covariates. For the
logic behind calculating predicted trajectories to
convey conditional relationships over time, see
Bauer and Shanahan (2007), Curran et al. (2004),
Nagin and Tremblay (2005a), or Sterba and Bauer
(2013). Importantly, although predicted trajecto-
ries are not often presented in LCGM applica-
tions, Nagin and Tremblay (2005a) recommend
their use because “even if the groups [i.e., latent
trajectory classes] are thought of as real entities, it
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is not possible to assign individuals definitively to
a specific trajectory ex ante based on number of
risk factors. It is possible to construct only an
expected trajectory” (p. 885).

Since our outcome is binary, our focus is on
the predicted probability of physically aggressing
at time ¢ (i.e.,y;=1) given covariates, which we
refer to as p, . For RCGM, we can calculate p,
for person i at time ¢ from the following equation
for the log-odds:

log (IA’,': /(1= f?it ) =Yoo T Yorale; +yg,male; + 7y, sup, +vy,,arr; +

(Ylo +7pale; +v,,male; +v,; sup,+ v, arr, )timeit +7y,,sell;, +7v;08ch,

‘s are estimated model coefficients. Note that
the fact that time is multiplied by all quantities
inside the parentheses implies interactions of
time with each alc,;, male,, sup,, and arr;. Finally,
note that sell;, was allowed to interact semipara-

K
IOg (f]it /(1 - ﬁit )) = Zﬂ:g‘k) (BE)IE)) + Bgl:))timeit + B(Zkt)sellzr + Bglz))SChit)
k=1

2

exp (55” + 51(k)alc,. + 52(k)male,. + 53(” sup,+ ka)arrl. )

6.1)

metrically with time because it has a different
effect per time point (y,, for t=1-3). For LCGM,
we can calculate p, for person i at time ¢ from
the following equation for the log-odds:

(6.2)

i

K is the number of classes (in our example, 3).
A k superscript for a model coefficient implies
that coefficient varies across latent classes
k=1...K. In Eq. (6.2), § s are estimated coeffi-
cients for time and for TVCs in the within-class
trajectory. Note that sell, is again allowed to
interact with time as in Eq. (6.1) via a different
effect per time point (8,® for r=1...3). ¥ is
person i’s probability of membership in class k.
In Eq. (6.3), person i’s probability of class mem-
bership is shown to be predicted by the TICs
using a multinomial logistic specification. 6 ‘s are
multinomial logistic coefficients and are fixed to
0 in the last class for identification.

For illustrative purposes, we chose to plot
predicted trajectories of physical aggression

= K
Zexp(&gk) + 5](k)alc,. + 52(k)malei + 53(") sup,+ 5§k)arri )
k=1

(6.3)

propensity from each fitted model (RCGM and
LCGM) at four chosen combinations of covariate
values. Figure 6.2 depicts predicted trajectories
for males with no baseline alcohol diagnosis, low
social support, and a prior arrest record who quit
school at time 2; these males either did (dashed
line) or did not (solid line) begin to deal drugs. We
can see that both the RCGM and LCGM predict
that males with such multiple risk factors will
likely start with high aggression at age 1718 but
rapidly decrease over time in their probability of
physical aggression even if they quit school
without a college degree. However, starting to
deal drugs at approximately age 18—19 (time 2)
stabilizes the probability of continued clinically
meaningful aggression. Correspondingly, there
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a Fitted RCGM

b Fitted LCGM
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Fig.6.2 Predicted aggression trajectories for males with no baseline alcohol diagnosis, low social support, and a prior
arrest record who drop out of school at time 2. At time 2 these males start dealing drugs (dotted line) versus do not

start dealing drugs (solid line)
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Fig.6.3 Predicted aggression trajectories for participants who have a baseline alcohol diagnosis but stay in school, do
not deal drugs, have no arrest record, have high social support, and are female (dotted line) versus male (solid line)

was statistically significant evidence of a drug
dealing by time interaction in both models.
Figure 6.3 depicts predicted trajectories for both
fitted models at a different combination of covari-
ates: adolescents who have a baseline alcohol
diagnosis, stay in school, do not deal drugs, have
no arrest record, have high social support, and are
either female (dashed line) or male (solid line).
These adolescents have multiple contextual pro-
tective factors such as strong social support,
though they do still have the risk factor of a prior
substance abuse disorder. Nonetheless, particu-
larly for females with these characteristics, we see

a relatively low probability of physical aggression
over time; for males we see a moderate and
decreasing propensity.

In sum, when we only talk about describing
change over time with categorical versus
continuous variation growth models (Fig. 6.1
Panels a vs. b), it is difficult to reconcile results
across models. Nevertheless, when we move on
to talk about predicting and explaining individual
change over time using covariates, similar pre-
dictive patterns can emerge from both kinds of
models given equivalently flexible specification
of both. Still, flexible specifications of either
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model can potentially run into practical problems
recovering interactions of TICs or TVCs and
time, particularly in small samples. For RCGMs,
many product terms could induce estimation
problems due to multicollinearity; for LCGMs, a
sufficient number of classes to allow full varia-
tion of the predictor effect across time may not be
estimable. Additionally, each kind of model pres-
ents unique conceptual challenges involving
interpretation. Because TICs predict the entire
trajectory as a whole in the LCGM (Eq. 6.3), we
lack information about whether a TIC’s effect
entails a main effect or interaction with time. On
the other hand, although the RCGM conveys
whether particular main or interaction effects of
predictors are statistically significant, the
researcher is tasked with conceptually reintegrat-
ing this information to obtain a holistic under-
standing of predictive relations (Magnussan,
1998). For instance, from the running example
LCGM, we learn that gender significantly differ-
entiated class membership between each class 1
versus 3 and 2 versus 3, whereas from the RCGM
we learn that there was a significant main effect
of gender on intercepts, but not an interaction of
gender with time.

Other interactions could have been investi-
gated in our running example; for instance, if
we posited that the amount by which predicted
trajectories change across levels of social sup-
port differs by gender, RCGM would require
inclusion of a three-way product term
male; X sup; x time;, predictor, whereas LCGM
would require inclusion of a two-way product
male; X sup; predicting class membership, with
its effect allowed to vary across class. This
empirical dataset was limited in the kinds of
nonlinear interactions with time that could be
investigated due to the relatively small number
of time points (7'=3); to see examples of recov-
ery of higher-order nonlinear predictive rela-
tionships recovered with both RCGM and
LCGM, see Sterba and Bauer (2013). Finally,
note that predicted trajectories can be calcu-
lated, plotted, and compared using estimates
from already-published RCGM and LCGM
applications (regardless of the number of
classes) so long as similar predictor sets were
used. Doing so would facilitate refining of

S.K. Sterba

theories about longitudinal predictor-outcome
relationships, in the context of methodological
pluralism.

Modeling Psychopathology Across
Developmental Time: Extension
Topics

The earlier sections “Describing Growth in a
Psychological Construct” and “Predicting
Growth in a Psychological Construct” of this
chapter focused on methods for describing and
predicting change in univariate models for one
behavioral or psychiatric construct over time.
Many extensions are possible, a few of which are
highlighted here. Addressing questions about
whether the course of one behavior or syndrome
(e.g., depression) concurrently or sequentially
affects the course of another behavior or
syndrome (e.g., separation anxiety) requires
multivariate longitudinal models (e.g., Farrell,
Sullivan, Esposito, Meyer, & Valois, 2005).
Multivariate extensions of LCGM models that
relate class membership on multiple behaviors
are reviewed in Nagin and Tremblay (2001) and
Nagin (2005). Multivariate extensions of RCGMs
that relate aspects of change on multiple behav-
iors are reviewed in MacCallum, Kim, Malarkey,
and Kiecolt-Glaser (1997) and Duncan, Duncan,
and Stryker (2006). If repeated measures on
behavior A were collected before repeated mea-
sures on behavior B, these models can capture
sequential relations among the behaviors’ pat-
terns of change. If repeated measures on behavior
A were collected simultaneously with repeated
measures on behavior B, these models capture
parallel relations among each behavior’s
pattern(s) of change. Using such models, it may
be of interest to examine whether the effects of
TICs (say, treatment) on the slopes of one syn-
drome are mediated by the intercept (or slope) of
the other syndrome (e.g., von Soest & Hagtvet,
2011). Also, in the case of multiple-informant
data (e.g., parent, child, teacher report), it would
be possible to specify a parallel process RCGM
or LCGM, interrelating change in maternal report
(process A), child report (process B), and teacher
report (process C), for example (e.g., Kobor,
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Takacs, Urban, & Csepe, 2012; Obrien &
Fitzmaurice, 2005). Other options for modeling
change in multiple-informant data include fitting
one change trajectory to a superordinate latent
construct that is itself defined by repeated mea-
sures from multiple informants (Hancock, Kuo,
& Lawrence, 2001; Petersen et al., 2012).
Additionally, although prior sections have
focused on the description and prediction of
change, another common goal is to use aspects of
change themselves to predict a distal outcome,
such as whether at a follow-up assessment a hos-
pitalization, suicide attempt, psychiatric diagno-
sis, college graduation, employment, or
incarceration had occurred (e.g., Rudolph, Troop-
Gordon, Hessel, & Schmidt, 2011). LCGMs and
RCGMs can be extended to include distal out-
comes which are often predicted, in the former
case, by class membership and, in the latter case,
by the continuously distributed aspects of change,
i.e., intercepts and/or slopes of time (see, e.g.,
Bollen & Curran, 2006; Muthén, 2004). For
instance, if two latent trajectory classes of mark-
edly different initial levels and functional forms
had equivalent rates of a psychiatric diagnosis
distal outcome, this would be an example of
equifinality (Cicchetti & Rogosch, 1996).

Design and Data Considerations
for Longitudinal Modeling
of Psychopathology

We have thus far focused on alternative model
specifications that may be of use in answering
particular research questions in developmental
psychopathology. New design and data collection
features can expand these modeling possibilities.
For instance, developmental psychopathology
research is enriched by increasingly multimodal
data collection methodologies. Neuroimaging
data and/or DNA sequencing data collected on
existing longitudinal samples provides new pre-
dictors of psychopathology trajectories and new
avenues for investigating gene-environment
interactions (for methodological reviews, see
Dodge & Rutter, 2011; Lindquist, 2008).
Developmental psychopathologists also have
increasing possibilities for individual-specific
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number, spacing, and timing of data collection
occasions using technology developed for inten-
sive longitudinal designs, also called daily diary
studies (see Walls & Schafer, 2008 for review;
see also Mehta & West, 2000; Sterba, 2013).

Additionally, it is now more feasible for devel-
opmental psychopathologists to conduct second-
ary data analyses of large-scale, and often
publicly available, complex probability samples
involving clustering, stratification, and known
but unequal probabilities of selection (e.g., the
National Comorbidity Survey). The use of such
probability samples has long been recommended
by developmental epidemiologists (e.g., Costello
& Angold, 2006), and recent statistical develop-
ments allow for their complex design features to
be accommodated in popular statistical models
(Muthén & Satorra, 1995; Sterba, 2009; Wu &
Kwok, 2012). New statistical developments in
the area of integrative data analysis (IDA),
involving pooling more than one sample in a sin-
gle analysis (Curran, 2009), can help to alleviate
persistent problems involving underpowered
studies in the field. See Bauer and Hussong
(2009) for an IDA application in the area of inter-
nalizing behavior. Finally, recent advances in sta-
tistical estimation involving nonnormal and
categorical data in latent variable modeling
frameworks (Bandalos, 2013; Wirth & Edwards,
2007) provide new possibilities for the analysis of
symptom-level data using more complex models
than were feasible even 10 years ago.

Summary

The increasing availability of repeated measures
data and rapidly advancing statistical modeling
techniques suitable for addressing longitudinal
research questions present exciting opportuni-
ties for developmental psychopathologists. We
began by identifying background conceptual and
statistical issues involving the representation of
individual differences in psychopathological
constructs as continuous or discrete (using mul-
tiple symptom indicators at a single time point).
This topic has received increased attention in
DSM-V with respect to representing not only
individual sysndromes but also relations among
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them (as higher-order dimensions and/or catego-
ries; Regier et al. 2013). Then, in the second
section we discussed preconditions necessary for
studying quantitative change in such constructs.
In the third section we discussed alternative
models (namely, RCGMs and LCGMs) for
describing and predicting change; these models
posit that individual differences in change are
continuous or discrete (using repeated measures
of a single construct). It was illustrated in the
fourth section that, even when LCGMSs and
RCGMs give fundamentally different results
regarding the description of change, they can pro-
vide convergent results regarding the prediction
of change—which is often of ultimate interest to
developmental psychopathologists. As such, the
fourth section described new opportunities for
investigating substantive convergence of pub-
lished findings on prediction of individual change
across studies using very different statistical
modeling strategies. Finally, we concluded with
modeling extension topics as well as several data
collection and design considerations particularly
relevant to developmental psychopathologists.
Developmental psychopathologists are encour-
aged to seek models suited to emerging research
questions and designs—while at the same time
remaining familiar with the assumptions, limita-
tions, and interconnections among new and exist-
ing models.
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Resilience and Positive Psychology

Suniya S. Luthar, Emily L. Lyman,
and Elizabeth J. Crossman

Since its introduction to the scientific literature in
the mid-1990s, developmental science has seen
incremental refinements in research on resilience,
which is a process or phenomenon reflecting pos-
itive child adjustment despite conditions of risk.
In this chapter, we describe accumulated evi-
dence on this construct in the field of develop-
mental psychopathology and appraise critical
directions for future work. We begin by briefly
describing the history of work in this area through
contemporary times, defining core constructs,
and summarizing major findings on factors asso-
ciated with resilience. In the second half of the
chapter, we examine commonalities and differ-
ences between the resilience framework and a
related, relatively new area of scientific inquiry:
positive psychology. Our objective is to elucidate
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ways in which progress in each of these areas
might most usefully inform efforts in the other,
collectively maximizing the promotion of well-
being among individuals, families, and society.

Historical Overview of Childhood
Resilience Research

The roots of resilience research can be traced back
to pioneering research with children of schizo-
phrenics during the 1960s and 1970s. Garmezy
(1974), along with Anthony (1974) and Rutter
(1979), found that among these children at high
risk for psychopathology was a subset of children
who had surprisingly healthy patterns. Their sci-
entific interest in the positive outcomes of these
children reflected a notable departure from the
symptom-based medical models of the time.

Expanding the research on resilience beyond
children of mentally ill parents, Murphy and
Moriarty (1976) examined vulnerability and cop-
ing patterns in children exposed to naturally
occurring stressors such as deaths or injuries in
the family. Shortly after, Emmy Werner pub-
lished the first of many articles on the birth cohort
from 1954 from the Hawaiian island of Kauai
(Werner & Smith, 1982, 1992, 2001). Werner
observed a number of protective factors that
distinguished well-functioning at-risk youth
from those faring more poorly, including strong,
supportive ties with the family, informal support
systems outside the home, and dispositional
attributes such as sociability.
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The 1980s and early 1990s brought several
changes in conceptual approaches to studying
resilience, two of which were particularly salient.
The first concerned perspectives on the locus of
resilience. In early studies in this area, the effort
had been to identify personal qualities of resilient
children, such as autonomy or belief in oneself.
As work in the area evolved, however, research-
ers acknowledged that resilient adaptation often
may derive from factors external to the child.
Thus, three sets of factors came to be commonly
cited as central to the development of resilience:
attributes of the children themselves, aspects of
their families, and characteristics of their wider
social environments (Garmezy & Masten, 1986;
Rutter, 1987; Werner & Smith, 1982).

The second change involved conceptions of
resilience as potentially fluctuating over time rather
than fixed. In some early writings, those who did
well despite multiple risks were labeled “invulner-
able” (Anthony, 1974). Recognizing that this term
implied that risk evasion was absolute and
unchanging, researchers gradually began to use the
more qualified term “resilience” instead. Implicit
in this change of terminology was the recognition
that positive adaptation despite adversity is never
permanent; rather, it is a developmental progres-
sion with new vulnerabilities and strengths emerg-
ing with changing life circumstances (Garmezy &
Masten, 1986; Werner & Smith, 1992).

Another critical qualifier rested in the recogni-
tion that resilience is never an across-the-board
phenomenon, but can be, and often is, domain
specific. Much as children in general do not man-
ifest uniformly positive or negative adaptation
across different areas of adjustment, researchers
cautioned that at-risk children too can display
remarkable strengths in some areas while show-
ing notable deficits in others (Luthar, Doernberger,
& Zigler, 1993).

Most importantly, children under stress could
seem resilient in terms of their behaviors while
still struggling with inner distress in the form of
problems, such as depression and anxiety (Farber
& Egeland, 1987; Luthar, 1991). Recognizing the
heterogeneity in adjustment levels across
domains, scientists now tend to use more
circumspect terms that specify domains in which
resilience is manifest, referring, for example, to

academic resilience (Obradovi¢ et al., 2009),
emotional resilience (Jain, Buka, Subramanian,
& Molnar, 2012), or external (behavioral) resil-
ience (Yates & Grey, 2012).

Research on Resilience:
Defining Critical Constructs

As noted earlier, resilience is defined as a phe-
nomenon or process reflecting relatively positive
adaptation despite experiences of significant
adversity or trauma. Because resilience is a
superordinate construct subsuming two distinct
dimensions—significant adversity and positive
adaptation—it is never directly measured, but
rather is indirectly inferred based on evidence of
the two subsumed constructs.

Adversity

In developmental psychopathology research on
resilience, risk or adversity is defined in terms of
statistical probabilities: A high-risk condition is
one that carries high odds for measured malad-
justment in critical domains (Luthar, 2006;
Masten, 2001). Exposure to community violence
or to maternal depression, for example, consti-
tutes high risk given that children experiencing
each of these factors reflect significantly greater
maladjustment than those who do not. Aside
from discrete risk dimensions such as community
violence or parent psychopathology, researchers
have also examined composites of multiple risk
indices, such as parents’ low income and educa-
tion, histories of mental illness, and disorganiza-
tion in neighborhoods. Seminal research by
Rutter (1979) demonstrated that when risks such
as these coexist (as they often do, in the real
world), effects tend to be synergistic, with child
outcomes being far poorer than when any of these
risks exists in isolation.

Positive Adaptation

The second component in the construct of resil-
ience is positive adjustment: outcomes that are
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substantially better than what would be expected,
given exposure to a specific identified risk. In many
studies of resilience across diverse risk circum-
stances, this concept has been defined in terms of
behaviorally manifested social competence or
success at meeting stage-salient developmental
tasks (Luthar, Cicchetti, & Becker, 2000; Masten
& Tellegen, 2012). Among young children, for
example, competence is often operationally
defined in terms of manifest secure attachment
with caregivers, and among older children, in
terms of aspects of school-based functioning.

In addition to being developmentally appro-
priate, indicators used to define “positive adapta-
tion” must also be conceptually of high relevance
to the risk examined in terms of both domains
assessed and stringency of criteria used (Luthar,
2006; Vanderbilt-Adriance & Shaw, 2008). When
communities carry many risks for antisocial
problems, for example, it makes sense to assess
the degree to which children are able to maintain
socially conforming behaviors (Jain et al., 2012),
whereas among children of depressed parents,
the absence of depressive diagnoses would be of
special significance (Beardslee, Gladstone, &
O’Connor, 2012). With regard to stringency of
criteria, similarly, decisions must depend on the
seriousness of the risks under consideration. In
studying children facing major traumas, it is
entirely appropriate to define risk evasion simply
in terms of the absence of serious psychopathol-
ogy rather than superiority or excellence in every-
day adaptation (Luthar et al., 2000; Rutter, 2012).

Whereas approaches to measuring risk can
involve one negative circumstance, competence
must necessarily be defined across multiple
spheres, for overly narrow definitions can convey
a misleading picture of success in the face of
adversity [for a more in-depth discussion, see
Luthar (2006)]. Furthermore, it should be noted
that in some situations, competence is most
appropriately operationalized in terms of better
than expected functioning of families or commu-
nities, rather than the children themselves. To
illustrate, toddlers are still too young to reliably
be judged as manifesting resilience because their
functioning is largely regulated by others; thus, it
is more logical to operationalize positive
adjustment in terms of the mother—child dyad or

family unit. In a similar vein, the label resilience
can sometimes be most appropriate for communi-
ties of well-functioning at-risk youth. Research
on neighborhoods, for example, has demon-
strated that some low-income urban neighbor-
hoods reflect far higher levels of cohesiveness,
organization, and social efficacy than others (Jain
et al., 2012; Leventhal & Brooks-Gunn, 2000),
with the potential, therefore, to serve as important
buffers against negative socializing influences.

As positive adaptation does not necessarily
occur as part of a continuous trajectory, an impor-
tant area of resilience research is concerned with
those who “bounce back” from earlier dysfunction
(Luthar & Brown, 2007; Masten, 2001; Rutter,
2012). Long-term prospective studies have been
invaluable in identifying critical turning points not
only in childhood but also across the life span,
illuminating instances where apparently negative
adjustment trajectories were transformed into pos-
itive, healthy ones (Hauser, Allen, & Golden,
2006; Sampson & Laub, 1993; Vaillant, 2012).

As we define terms, it is important to distinguish
resilience from two related—and, in error, often
conflated—constructs: competence and ego resil-
iency. Competence and resilience may be described
as closely related subconstructs as both represent
positive adaptation, but there are four major differ-
ences (Luthar, 2006; Yates & Masten, 2004). First,
resilience, but not competence, presupposes risk.
Second, resilience encompasses both negative and
positive adjustment indices (absence of disorder
and presence of health), and competence chiefly
reflects the latter. Third, resilient outcomes are
defined in terms of emotional and behavioral indi-
ces, whereas competence usually involves only
manifest, observable behaviors. Finally, resilience
is a superordinate construct that subsumes aspects
of competence (along with high levels of risk).

A second overlapping construct—and one
with which resilience is frequently confused
(Luthar et al., 2000)—is ego resiliency, a con-
struct developed by Block and Block (1980) that
refers to a personal trait reflecting general
resourcefulness, sturdiness of character, and flex-
ibility in response to environmental circum-
stances. Commonalities with resilience are that
both involve strengths. Differences are that
(a) only resilience presupposes conditions of risk
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and (b) resilience is a phenomenon, not a person-
ality trait. Finally, just as competence is subsumed
within resilience, ego resiliency has been exam-
ined as a potential predictor of resilient adapta-
tion, that is, as a trait that could protect individuals
against stressful experiences (Cicchetti &
Rogosch, 1997; Eisenberg et al., 2010).

In developmental psychopathology research,
it is critical that scientists proactively guard
against any suggestions that resilience is essen-
tially a personal trait, as this can foster perspec-
tives that blame the victim (Luthar & Brown,
2007; Yates & Masten, 2004). Toward this end,
several precautions have been noted for future
studies (Luthar et al., 2000; Rutter, 2012). Most
importantly, all reports should include clear defi-
nitions of resilience, unequivocally stating that it
refers to a process or phenomenon and not a trait.
Additionally, it is best to avoid using the term
resiliency, which carries the connotation of a per-
sonality characteristic even more so than does
resilience. Furthermore, it is prudent to avoid
using the term resilient as an adjective for indi-
viduals and apply it instead to profiles or trajecto-
ries because phrases such as “resilient adaptation”
carry no suggestion of who (the child or others) is
responsible for manifest risk evasion.

Vulnerability and Protective
Processes

The central objective of resilience researchers is
to identify vulnerability and protective factors that
might modify the negative effects of adverse life
circumstances, and then to identify mechanisms
or processes that might underlie associations
found. Vulnerability factors or markers encom-
pass those indices that exacerbate the ill effects of
the adverse condition (e.g., poverty) on child out-
comes, such as alienation from parents or a nega-
tive school climate. Promotive or protective factors
are those that modify the effects of risk in a positive
direction. Examples include support from caregiv-
ers and peers and strong social-emotional skills.

In the resilience literature, there have been
two major approaches to identifying protective or
vulnerability factors (or risk modifiers): variable-
based and person-based statistical analyses.

Variable-based analyses such as multivariate
regressions allow researchers to look at continu-
ous scales of (a) adversity and (b) risk modifiers
in relation to outcomes, examining how the latter
are directly related (as main effects), and in inter-
action effects with the former. One of the first
efforts to use this variable-based approach was
the groundbreaking paper by Garmezy, Masten,
and Tellegen (1984), demonstrating that high IQ
was protective: Increases in life stress seemed to
affect intelligent children far less than their low
IQ peers. Person-based analyses in resilience
research, on the other hand, involve comparisons
between a group of children who are categorized
according to their outcome and risk profiles. For
example, comparisons of two groups of at-risk
youth, manifesting high and low competence
respectively, can illuminate critical factors that
confer protection against adversity.

In both variable- and person-based analyses, a
hallmark of the current generation of resilience
research is attention to process: If studies are
truly to be informative to interventions, they must
move beyond simply identifying variables linked
with competence toward understanding the spe-
cific underlying mechanisms (Luthar, 2006;
Masten & Cicchetti, 2012). This need to unravel
underlying processes applies to risk, vulnerabil-
ity, and protective factors at multiple levels. With
regard to risk transmission, for example, maternal
depression can affect children through various
environmental processes including negative fam-
ily interactions and routines, and child behavioral
and emotional problems (Valdez, Mills, Barrueco,
Leis, & Riley, 2011). Similarly, protective factors
such as high-quality caregiver—child relation-
ships could benefit a child through multiple path-
ways including feelings of being supported, a
sense of being cherished as an individual, and a
strong set of personal values (Werner, 2012).

What Promotes or Mitigates Resilient
Adaptation? Evidence on Salient Risk
Modifiers

The science of resilience is, fundamentally,
applied in nature with the central goal of inform-
ing efficacious interventions (Garmezy &
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Masten, 1986; Luthar, 2006); accordingly, in
reviewing evidence on risk modifiers, it makes
sense to prioritize domains in terms of overall
likelihood of yielding benefits in interventions
(Luthar & Brown, 2007). In other words, it is
most useful to focus primarily on risk modifiers
that are (a) the most influential, with effects that
are relatively enduring or robust, and (b) rela-
tively modifiable (as are aspects of caregivers’
functioning, as opposed to intrinsic characteris-
tics, such as IQ or genetic vulnerability).

With this prioritization in mind, we present, in
sequence, findings on risk modifiers within the
domains of the family—the most proximal and
the most enduring of children’s environments—
followed by the community, which can affect
children directly, as well as indirectly through
their parents. Children’s own characteristics are
presented third, recognizing that many of these
risk modifiers can and often do promote resilient
adaptation, but they are often, themselves, mal-
leable to potent forces in the proximal and distal
environments (cf. Luthar, 2006).

Family Processes

Of the many factors that affect the trajectories of
at-risk individuals, among the most powerful is
maltreatment by primary caregivers. Maltreatment
co-occurs with many high-risk circumstances
including parent mental illnesses, parental con-
flict, community violence, and poverty (Mersky,
Berger, Reynolds, & Gromoske, 2009; Rogosch,
Dackis, & Cicchetti, 2011), thus serving as a
widespread vulnerability factor. Maltreated chil-
dren show deficits spanning multiple domains
including interpersonal relationships, emotional
regulation, cognitive processing, and even lin-
guistic development (Cicchetti, 2002). This
degree of dysfunction is not surprising, given that
maltreatment connotes serious disturbances in
the most proximal level of the child’s ecology,
with the caregiving environment failing to pro-
vide typical experiences essential for normal
development (Cicchetti, 2002).

Despite the inimical effects of maltreat-
ment, profiles of adjustment are not homoge-
neous. Pronounced deficits are most likely to be

associated with greater severity and chronicity of
maltreatment, as well as early age of onset
(Cicchetti & Rogosch, 1997; Kim, Cicchetti,
Rogosch, & Manly, 2009). In terms of protective
processes, positive relationships with peers and
high school engagement can mitigate the delete-
rious effects of maltreatment (Afifi & MacMillan,
2011; Williams & Nelson-Gardell, 2012). At the
same time, research has suggested that even when
maltreated children function well at some critical
periods in time, this successful adaptation tends
to be unstable across development (Thompson &
Tabone, 2010).

As maltreatment thwarts resilient adaptation,
conversely, positive, supportive family relation-
ships are vital in maintaining good adjustment in
the face of adversities. The critical importance of
family relationships is recurrently emphasized in
reviews of the literature (e.g., Luthar & Brown,
2007; Masten, 2001; Shonkoff & Phillips, 2000;
Vanderbilt-Adriance & Shaw, 2008), resonant
with early reports that the presence of a close
relationship with at least one parent figure consti-
tutes a potent protective factor (Garmezy, 1974;
Rutter, 1979; Werner & Smith, 1982).
Furthermore, the protective potential of positive
parenting is evident not only in early childhood
but in later years as well, through adolescence
and even emerging adulthood (Burt & Paysnick,
2012; Steinberg, 2001).

Although maternal nurturance is widely dis-
cussed as critical for positive child development,
high-quality relationships with other family
members can also significantly modify the effects
of adversity. For example, studies have estab-
lished the protective potential of strong attach-
ment relationships with fathers and father figures
(Coley, 2001; Martin, Ryan, & Brooks-Gunn,
2010). Older siblings may often serve as critical
role models, with younger siblings mirroring
their profiles of high behavioral competence (e.g.,
Brody, Kim, Murry, & Brown, 2004) and, con-
versely, emulating their negative behavior pat-
terns involving delinquency and substance use
(Stormshak, Comeau, & Shepard, 2004). Finally,
support from extended kin can be important in
protecting at-risk youth. Among children exposed
to harsh maternal parenting, for example, high
levels of grandmother involvement can reduce the
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risk of maladjustment in grandchildren (Barnett,
Scaramella, Neppl, Ontai, & Conger, 2010).

Going beyond the general importance of
strong attachments with parent figures, there are
also contextually salient vulnerability and protec-
tive processes, or those that are important within
particular family and cultural contexts. To illus-
trate, upper-middle class American youth, in
general, are at considerably elevated risk for sub-
stance use, and perceived parental leniency on
this front is a potent vulnerability factor for these
teens’ frequent use of alcohol, marijuana, and
other substances (Luthar & Barkin, 2012).
Among immigrant families, second-generation
children’s revocation of traditional family values
and mores can be linked with elevated adjustment
problems (Garcia Coll & Marks, 2009). Among
families affected by mental illnesses such as
depression, unique protective processes include
the child’s understanding of the illness (including
its potential causes), as well as the ability to
maintain healthy psychological boundaries from
the affected parent (Beardslee, 2002).

Recent years have seen an explosion of
research on family genetic factors in adjustment
and in particular, on G X E interactions (Grigorenko
& Cicchetti, 2012; Kim-Cohen & Turkewitz,
2012); while clearly invaluable for basic science,
these findings are unlikely to inform psychologi-
cal interventions to foster resilience in the fore-
seeable future [for a detailed discussion, see
Luthar and Brown (2007)]. Genetics research
might suggest, for some, the potential to guide
treatment as an understanding of biological path-
ways can inform pharmacotherapy. However, any
such knowledge about “indicated pharmacothera-
pies” does not readily generalize to treating psy-
chological problems (Luthar & Brown, 2007). In
a recent review of relevant evidence, Dodge and
Rutter (2011) concluded, explicitly, that the most
direct practical implication of the GXE revolu-
tion belongs to the field of personalized medicine.
Furthermore, the authors reaffirmed that any such
personalized medicine is unlikely to reduce indi-
vidual psychopathologies as (a) GxE interac-
tions, even if replicated, tend to be very small, and
(b) there is inevitably a plethora of other unmea-
sured risks generated by both genes and environ-
ments (Dodge & Rutter, 2011; Rutter, 2012).

Community Processes

As with maltreatment in the family, chronic
exposure to violence in the community can have
overwhelming deleterious effects that are diffi-
cult for other positive forces to override. Exposure
to violence substantially exacerbates risks for a
range of problems, encompassing internalizing
symptoms such as anxiety, depression, and post-
traumatic stress disorders (Herrenkohl, Sousa,
Tajima, Herrenkohl, & Moylan, 2008; Walsh,
2007), as well as externalizing problems such as
delinquent, antisocial behaviors (Aisenberg &
Herrenkohl, 2008) and attenuated academic com-
petence, social skills, and self-concept (Cedeno,
Elias, Kelly, & Chu, 2010).

With regard to risk modifiers, support from
parents can serve protective functions but, unfor-
tunately, parents themselves are also highly vul-
nerable to the stresses of chronic community
violence (Jain et al., 2012), experiencing high
distress themselves and even, sometimes, dis-
playing elevated maltreatment of children
(Herrenkohl et al., 2008). Overall, the variability
in children’s responses to community violence is
likely to be least pronounced if exposure is spo-
radic rather than chronic, and if it does not involve
personally witnessing violent events or experi-
encing the loss of a friend or family member
(Gorman-Smith & Tolan, 2003).

Whereas exposure to prolonged serious com-
munity violence is rarely overcome by other pro-
tective processes, there certainly are exosystemic
forces that can attenuate the ill effects of other
types of adversities. In particular, studies have
documented the benefits of early exposure to
high-quality childcare, where caregivers have
positive personal characteristics and offer emo-
tionally supportive caregiving (Maggi, Roberts,
MacLennan, & D’Angiulli, 2011). In later years
as well, supportive relationships with teachers in
K-12 can be protective (Ebersohn & Ferreira,
2011). To illustrate, when teachers identify the
function of problem behaviors among at-risk
youth and, in response, provide positive support
strategies, there are significant benefits for adap-
tive behaviors (Stoiber & Gettinger, 2011).

Aside from teachers, relationships with infor-
mal mentors also can promote resilient adaptation
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(Rhodes & Lowe, 2008). Examining the fre-
quently stressful transition from elementary to
middle school, Van Ryzin (2010) found that 40 %
of the children named their advisor as a secondary
attachment figure. Furthermore, those who did so
reported greater engagement in middle school,
and manifested greater gains in achievement and
adjustment as compared to those who did not.
With regard to mediators and moderators, men-
toring effects tend to be mediated by improved
family relations, while the duration and close-
ness of the relationship serve as significant mod-
erators (DuBois, Portillo, Rhodes, Silverthorn, &
Valentine, 2011).

Finally, positive relationships with peers can
serve important ameliorative functions for at-risk
children. Peer-assisted learning can result in sig-
nificant increases in achievement (Neal, Neal,
Atkins, Henry, & Frazier, 2011), and affiliation
with peers who model responsible behavior (e.g.,
good students and good citizens) can mitigate, to
some degree, the effects of violence exposure
(Jain et al., 2012). At the same time, close friend-
ships can confer vulnerability as well, particu-
larly when they entail deviant behaviors. Youth
who affiliate with deviant peers can engage in
mutual “deviancy training” (Dishion, McCord, &
Poulin, 1999), resulting in poor outcomes across
multiple domains including conduct distur-
bances, substance use, and academic problems
(Tiet, Huizinga, & Byrnes, 2010; Véronneau &
Dishion, 2010).

Moving from the relatively proximal extrafa-
milial contexts of school, mentors, and peers to
those more distal, aspects of the neighborhood
may also play an important role in buffering risk
for children. Particularly important are social
organization processes in the neighborhood,
which involve features such as high levels of
cohesion, a sense of belonging to the community,
supervision of youth by community adults, and
high participation in local organizations (Rios,
Aiken, & Zautra, 2012; Zimmerman & Brenner,
2010). Such social processes can help buffer the
impact of structural characteristics of the com-
munity such as poverty or violence (Jain et al.,
2012), by providing, for example, opportunities
for structured and supervised extracurricular
activities (Peck, Roeser, Zarrett, & Eccles, 2008).

In a similar vein, support gleaned from involve-
ment in religious communities can be beneficial
(Pargament & Cummings, 2010), with the buffer-
ing effects of religiosity on adolescent maladjust-
ment often operating by increasing social
resources and promoting prosocial behaviors
(Sherman, Duarte, & Verdeli, 2011).

Individual Attributes

Intelligence is perhaps the most commonly men-
tioned personal asset in promoting resilient adap-
tation. Studies on diverse risk groups find that
individuals with high 1Qs tend to fare better than
others, with the underlying mechanisms poten-
tially entailing superior problem-solving skills as
well as a history of successes (e.g., at school or
work) over time (Luthar, 2006; Masten, 2001).
At the same time, there is much evidence that con-
tinuing adversities in the proximal environment
can mitigate this personal asset. Young children
exposed to chronic adversities such as domestic
violence in the home or institutionalized care
show significantly lower IQ scores than their
counterparts who are not exposed to these risks
(Koenen, Moffitt, Caspi, Taylor, & Purcell, 2003;
Rutter, 1998; Sameroff & Rosenblum, 2006).

One might argue that the protective potential
of high IQ would be more “fixed” later in devel-
opment; although probably true, the evidence is
not unequivocal, even at older ages. Among mul-
tiple samples of low-income adolescents (see
Luthar, 2006), intelligence was not found to be
protective; on the contrary, there were sugges-
tions that bright youth may be more sensitive
than others to negative environmental forces.
Among adults, Fiedler (1995) reported that high-
IQ people showed leadership success under con-
ditions of low stress, but that when stress was
high, IQ was inversely correlated with leadership
success. Findings such as these have been viewed
as suggesting that the manifest “benefits” of
innate intelligence can vary substantially, depend-
ing on the potency and chronicity of risks in the
proximal environment.

The previously described evidence on intelli-
gence is paralleled by similar evidence on tem-
perament, also shown to confer protection against
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stress, with benefits found in relation to diverse
adjustment outcomes (e.g., Eisenberg et al.,
2010; Murry, Bynum, Brody, Willert, & Stephens,
2001). Temperamental differences can be seen
as early as 4 months of age and they show
continuity over early childhood (e.g., Kagan,
Snidman, & Arcus, 1998). At the same time, the
manifestation of temperament can be modified
by environmental features. As Rutter (2000) has
underscored, scientists have long moved past the
point of assuming that “constitutional” factors
are unalterable; whereas some children may tend
to be more impulsive or oppositional than others,
their interactions with the world contribute to
determining the behavioral conformity they dis-
play in everyday life.

Similar cautions apply to inferences about the
positive personality traits. Shiner and Masten
(2012) have demonstrated significant long-term
beneficial effects for childhood conscientious-
ness, agreeableness, and openness, as well as low
neuroticism, even after controlling for childhood
adversity. Whereas these findings undoubtedly
indicate that personal strengths can help individ-
uals overcome the effects of childhood life stress-
ors, it is important to note also that even among
adults, positive personal attributes are typically
maximized only in the scaffolding of supportive
interpersonal contexts. Kashdan and Steger
(2011) have presciently emphasized that across
the life span, individuals can possess strengths
without necessarily using them: Context is criti-
cal in maximizing their use. We discuss this issue
in depth in the section that follows.

Resilience and Positive Psychology

In terms of central research questions and con-
structs, the scientific study of resilience has much
in common with other disciplines including the
long-standing fields of risk research and preven-
tion science [for a more in-depth discussion, see
Luthar (2006)]. In this chapter, we focus specifi-
cally on differences and similarities with the rela-
tively new but burgeoning field of positive
psychology, with an emphasis, specifically, on
useful directions for future work in both areas.

As resilience research began over 60 years ago
with a focus on strengths and not just disorder,
the field of positive psychology, christened in the
early 1990s, was established to address the nega-
tive bias and medicalization that suffused psy-
chological research since the end of the Second
World War (Peterson & Park, 2003). As its name
suggests, positive psychology is the study of pos-
itive emotions (e.g., joy and hope), positive char-
acter (e.g., creativity and kindness), and positive
institutions (e.g., family, communities, and the
workplace; Seligman & Csikszentmihalyi, 2000).
In the decade since its inception, positive psy-
chology has witnessed impressive refinements in
both theory and research, as exemplified most
recently in a seminal edited volume designed to
“take stock, and move forward” (Sheldon,
Kashdan, & Steger, 2011).

Differences

At this stage in the ontogenesis of the two fields,
there are some substantive differences between
positive psychology and resilience research,
among the most prominent of which is the con-
sideration of life adversities. As noted before,
studies of resilience presuppose exposure to
extreme adversity, whereas positive psychology
concerns all individuals, not just those who have
experienced major risks [although there are now
increasing inroads into studies in the context of
adversity, such as those of stress-related growth
(Park, 2010) and those showing that character
strengths can protect against major illness
(Peterson, Park, & Seligman, 2006)].

The second difference concerns the centrality
of developmental issues, which are at the very
core of resilience research (Luthar, 2006; Masten,
2001), not only during childhood and adoles-
cence, but also across adulthood (Collishaw,
Maughan, Goodman, & Pickles, 2004; Hauser
et al., 2006; Sampson & Laub, 1993; Staudinger,
Freund, Linden, & Maas, 1999; Vaillant, 2012).
Positive psychology by contrast has been focused
largely on adults, although there are now increas-
ing calls for attention to developmental varia-
tions, critically examining whether findings on
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particular adult samples might generalize to chil-
dren and to adults at different stages of the life
span (see Oishi & Kurtz, 2011; Roberts, Brown,
Johnson, & Reinke, 2002).

Third, studies of resilience, grounded firmly
in the discipline of developmental psychopathol-
ogy, adhere to a core, defining feature of this
field: that studies of normal development aid our
understanding of atypical processes and, con-
versely, studies of the atypical inform our under-
standing of normative development (Luthar,
2003; Yates & Masten, 2004). Thus far, in posi-
tive psychology, the tendency has been to “use
the normal as a base from which to understand
the abnormal, rather than also [emphasis added]
using the abnormal to illuminate the normal”
(Hames & Joiner, 2011, p. 314).

The fourth difference pertains to operational-
ization of positive outcomes, and in this regard,
there are two distinctions. First, resilience
researchers have considered both the presence of
competent, healthy adjustment, as well as the
evasion of psychopathology (when individuals
are exposed to severe or chronic stressors; cf.
Luthar & Brown, 2007; Rutter, 2012). In its early
years, positive psychology was concerned only
with positive aspects of adjustment and health
promotion. Again, recent appraisals of the first
decade of this science (Sheldon et al., 2011) have
led to exhortations to consider negative dimen-
sions as well, because some of these aspects can
be beneficial. Anger, for example, mobilizes us to
defend ourselves, and sadness is linked with criti-
cal and detail-focused thinking, which is impor-
tant for certain kinds of problem solving (Oishi &
Kurtz, 2011). More broadly, Ryff (1989) has
noted that from a lifespan developmental per-
spective, psychological health results from active
engagement of all that life has to offer—the posi-
tive, as well as the negative, just as Wong (2007)
has argued, if positive psychology is to address
the full potential of human beings, it must do so
by addressing the challenges brought by life
along with the successes.

The second difference in operationalizing posi-
tive outcomes concerns the parameters used to
define healthy or optimal development. When
studying children, resilience researchers have, tra-

ditionally, emphasized overt behavioral success as
judged by proximal others—adaptive behaviors as
rated by teachers, friends, parents, or others. In
positive psychology, by contrast, there do not seem
to be efforts to ascertain others’ opinions on
whether the individual is doing well—as a good
spouse or parent, for example, or as a colleague at
work. In fact, even when there are constructs
tapping into interpersonal themes, these largely
involve the individual’s own reports, with social
acceptance defined in terms of individuals having
positive attitudes toward others and social integra-
tion as individuals’ feelings of being supported by
their communities (Keyes & Lopez, 2002). Heavy
reliance on self-reports can be a particularly salient
source of bias in positive psychology, because
many of the constructs studied are socially desir-
able and people tend to want to portray themselves
favorably (Lambert, Fincham, Gwinn, & Ajayi,
2011). Thus, there is a pressing need for greater
consideration of indicators not based in self-reports
(Noftle, Schnitker, & Robins, 2011).

Conversely, there is an important lesson that
those of us seeking to maximize childhood resil-
ience could learn from positive psychology, and
that is that we need to consider positive subjec-
tive experiences. Developmental studies com-
monly include assessments of children’s feelings
of depression, anxiety, or low self-worth, but we
rarely ask youth about their own feelings of hap-
piness or life satisfaction. In the future, it will be
important for childhood resilience researchers to
consider not only the degree to which young peo-
ple conform to adults’ expectations and evade
distress but also the degree to which they them-
selves subjectively experience feelings of happi-
ness, hope, and optimism.

Similarities

Despite these areas of difference, it should be
emphasized that resilience research has many
similarities to positive psychology. First, as both
disciplines have matured, there have been ongo-
ing critical appraisals of the scientific integrity of
the corpus of work, examining issues of opera-
tional definitions, methodological approaches,
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and veridicality of conclusions (e.g., Lopez &
Snyder, 2009; Luthar et al., 2000; Rutter, 1987,
2000; Sheldon et al., 2011; Synder & Lopez,
2002; Vanderbilt-Adriance & Shaw, 2008). In
both cases, for example, there have been in-depth
discussions about whether and why the field war-
rants a distinct identity as opposed to representing
just a new term for other, long-established spheres
of inquiry, such as competence (Luthar et al.,
2000; Yates & Masten, 2004) or positive emo-
tions (Oishi & Kurtz, 2011). Both fields have wit-
nessed an emphasis on ensuring that research that
is grounded in a set of strong organizing theory,
with specific suggestions proffered in this regard
(Lambert et al., 2011; Luthar et al., 2000; Sheldon
et al., 2011; Vanderbilt-Adriance & Shaw, 2008).

In terms of central goals of research, Michael
Rutter’s seminal 1987 paper spawned concerted
efforts among resilience researchers to under-
stand the underlying processes or mechanisms
via which a given promotive or vulnerability fac-
tor may operate, and we are now witnessing simi-
lar exhortations in positive psychology. For
example, Oishi and Kurtz (2011) noted that ran-
dom acts of kindness make people happier, but
we need to disentangle the major underlying
mechanisms, illuminating whether these feelings
occur because people see themselves in a positive
light, or because they build a sense of trust and
social capital. As emphasized earlier, disentan-
gling these mechanisms is particularly critical
when designing interventions.

Another parallel is that both disciplines entail
concerted attention to interlinked, mutually ben-
eficial salutary constructs. Rutter (1987, p. 57,
316-331) described “chain” effects, wherein, for
example, the quality of family relationships
affects children’s sense of self-worth and attach-
ment security, which, in turn, promotes openness
to other potentially supportive relationships.
Resonant with this premise is Fredrickson’s
(1998, p. 300) “broaden and build” conceptual-
ization, where positive emotions—of joy, engage-
ment, meaning, and, perhaps most importantly,
love—*serve to broaden an individual’s momen-
tary thought-action repertoire, which in turn has
the effect of building that individual’s physical,
intellectual, and social resources.”

Researchers in both fields have faced the
complexities of defining “doing well,” given that
meaningful variations exist across domains of
adjustment. Just as childhood resilience has long
been recognized as being a non-unidimensional
construct (Luthar et al., 1993), increasingly,
vicissitudes in adjustment are noted in the posi-
tive psychology literature. To illustrate, McCrae
(2011) has argued that people have different per-
sonal strengths, some of which can work against
each other, wherein high levels of conscientious-
ness, for example, can run counter to personal
growth. In broadly defining the life well lived,
similarly, Little (2011) has cautioned that an indi-
vidual’s exuberant pursuit of personally mean-
ingful life goals can create problems for family
members.

In the field of resilience, we have long grap-
pled with these complexities of varying profiles
of competence, compelled, eventually, to con-
front the fact that choices must be made in priori-
tizing particular domains—and that such
prioritization must be made on strong theoretical
grounds (Luthar et al., 2000). As noted in the first
half of this chapter, our operationalizations of
doing well are always conceptually related, first,
to the nature and severity of the particular risk
experienced (e.g., emotional resilience among
children of depressed parents, or behavioral resil-
ience among youth at risk for conduct disorder).
Currently, there is a plethora of constructs sub-
sumed in the field of positive psychology, rang-
ing from happiness [with various connotations;
see Algoe, Fredrickson, and Chow (2011)] to
meaning making, altruism, selflessness, grati-
tude, and wisdom. As the field moves forward, an
important scientific task will be to derive, con-
sensually, some prioritization or hierarchy of
dimensions that are deemed most central to oper-
ationally defining whether a life has, indeed,
been lived well (see Sheldon et al., 2011), as
opposed to other dimensions that are potentially
informative, but not cardinal.

At a substantive level, both fields are funda-
mentally applied in nature, seeking to make a dif-
ference. In both cases, an initial scientific interest
in uncovering basic psychological processes has
led to acknowledgements that the central goals
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are to benefit humanity (Csikszentmihalyi &
Nakamura, 2011; Luthar & Brown, 2007,
Sheldon et al., 2011; Yates & Masten, 2004). And
with this applied focus in mind, scientists in both
fields explicitly highlight the charge of proac-
tively and responsibly disseminating our work.
Acknowledging early and often well-deserved
criticisms of research on resilience (and the
inherent appeal of this notion to the lay public),
Luthar and Cicchetti (2000) underscored the
need for the highest possible standards of evi-
dence and self-scrutiny in dissemination. In a
similar vein, Kashdan and Steger (2011) cau-
tioned against the rush of excitement to share
new knowledge in positive psychology, noting
that it is critical to obtain replications and seek
alternative explanations, with the onus of respon-
sibility doubled when research offers directions
for interventions (see also Biswas-Diener,
Kashdan, & King, 2009).

Perhaps most importantly, the core findings
derived from accumulated work in both areas are
strikingly similar. A review of 50 years of
research on resilience—among children as well
as adults—led to the simple conclusion that
“Resilience rests, fundamentally, on relation-
ships” (Luthar, 2006, p. 780). Strikingly resonant
is Zautra’s (2014) assertion, “Resilience is social,
after all,” and Peterson’s (2006) “three-word
summary of positive psychology: Other people
matter” (p. 249). Reis and Aron (2008) noted that
human love is part of a constellation of evolved
regulatory mechanisms with enormous signifi-
cance for positive adjustment, as Lambert et al.
(2011) note the recurrent acknowledgement in
the positive psychology literature that close rela-
tionships are essential to individuals’ well-being
(Diener & Oishi, 2005).

In terms of how our science can best benefit
humanity, cognizance of the fundamental impor-
tance of relationships has led resilience research-
ers to emphasize attention to proximal contexts in
any efforts to improve personal strengths. As long
as individuals remain in interpersonal settings that
are damaging to their psychological adjustment,
any pull-out, short-term efforts to promote par-
ticular skills will have limited value (Luthar &
Brown, 2007; Pianta & Walsh, 1998). Increasingly,

there is explicit emphasis on context within posi-
tive psychology interventions as well, as seen in
Gillham, Brunwasser, and Freres (2008) school-
based program to promote positive child attributes
(e.g., empathy and self-control), while developing
these skills within the teachers themselves. As the
fields of resilience and positive psychology con-
tinue to delineate key principles for future inter-
ventions, we hope that there will be a steadfast
attention, in both cases, to individuals’ contexts.
Kashdan and Steger’s (2011, p. 13) words of cau-
tion must be heeded by scientists in both fields,
equally: “If positive psychology is going to prog-
ress at the scientific and applied level, context can
no longer be underappreciated, ignored, and
untreated” (Kashdan & Steger, 2011, p. 13).

Future Directions

In concluding, we present two themes that we
believe merit much greater attention by positive
psychologists and resilience researchers alike, in
formulating future theories, research, and prac-
tice implications. The first is despite our shared
emphasis on the positive and salutary, we must
explicitly recognize that “bad is stronger than
good” (Baumeister, Bratslavsky, Findenauer, &
Vohs, 2001, p. 323): People are generally much
more deeply affected by negative feedback such
as rejection than by positive ones such as praise.
For positive psychologists, this would imply the
need for explicit recognition that if individuals
are to flourish, experiences of positive emotions
(e.g., joy or hope) must collectively outnumber
experiences of negative ones (such as fear, sad-
ness, or guilt)—by a ratio as high as three to one
(Fredrickson & Losada, 2005). In parallel, even
as resilience researchers urge attention to
strengths of families and communities, our first
order of business must be to attend to known
potent toxins. Research has established incontro-
vertibly, for example, that chronic maltreatment
is insidious and rarely overcome by other protec-
tive processes; yet, such forces are not always
identified as primary and essential targets for at-
risk populations. With survival threatened, posi-
tive attributes cannot flourish.
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Second, in operationalizing optimal outcomes
in both fields, the notions of generativity, or doing
for the greater good, must be given much greater
priority with these attributes rated by others and
not just by the self. In positive psychology, the
most compelling definition of “a life well lived,”
arguably, would be not just self-reported health
and happiness but when adults are judged as com-
mitted to doing for others, with positive contribu-
tions to society (Bermant, Talwar, & Rozin, 2011;
Little, 2011). Similarly, generativity can (and
should) be considered a core positive outcome in
operationalizing resilience among children and
youth. We need to move beyond social conformity
and academic grades to focusing on behavioral
manifestations of kindness, generosity, and self-
lessness. If the shared goal of these two scientific
disciplines is, ultimately, to promote the well-
being of humanity, then humanitarian acts must be
central in our own scholarly efforts—in our theo-
ries, research foci, and above all, in the messages
disseminated to the public and policy makers.

In summary, resilience research and positive
psychology have much in common. As both
fields continued to mature—retaining the highest
standards of scientific inquiry—we face many of
the same challenges. We each will need to arrive
at some prioritization of which, among dozens of
criteria, must be treated as integral in defining the
“life well lived,” and must critically appraise this
question at different developmental stages across
the life span. Notwithstanding our shared con-
ceptual commitment to strengths and assets, we
must be attentive to coexisting inimical influ-
ences that can powerfully thwart these. And
beyond the thriving of individuals, we must focus
on what individuals do to benefit others including
family, friends, and society, and on how such
generativity might best be fostered. Such a focus
will keep us true to what has been emphasized by
past presidents of the American Psychological
Association across many decades (Zigler, 1998):
that a central aim of psychology, as a broad disci-
pline, must be to serve the public good and to
promote the welfare of humankind.
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High public health significance is attached to
understanding how family relationships impact
child psychopathology. Decades of research have
established that a wide array of family characteris-
tics serve as pivotal precursors of children’s mental
health outcomes (Morris, Silk, Steinberg, Myers,
& Robinson, 2007; Repetti, Taylor, & Seeman,
2002). Reviews of the literature within the frame-
work of “risky” family environments have spe-
cifically documented that aggression, conflict,
and disengagement in the whole family, parent—
child, interparental, and sibling contexts qualify
as risk factors for the emergence and persistence
of psychological problems throughout childhood
and adulthood (Repetti, Robles, & Reynolds,
2011; Repetti et al., 2002). Since the last edition of
this book over 10 years ago, significant headway
has been made in elucidating the processes and
conditions underlying the variability in outcomes
of children exposed to these specific family
characteristics. By the same token, significant
gaps remain in understanding how and why fam-
ily processes affect children’s mental health
within a developmental framework. Accordingly,
the overarching objective of this chapter is to
describe the progress, potential, and challenges
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in characterizing the unfolding cascade of
developmental processes underlying links between
risky family contexts and child psychopathology.
Figure 8.1 illustrates our organizational frame-
work for addressing the central conceptual and
empirical themes for research on family pro-
cesses and developmental psychopathology. To
provide a bridge between the existing family risk
research and our developmental perspective, the
first section of the chapter provides a brief synop-
sis of the primary family relationship characteris-
tics that serve as proximal risk factors for the
development of psychopathology. Next, we illus-
trate some of the advances that have been made
in contextualizing these risk factors within the
broader dynamics of the family. Building on the
analysis of risk factors, the following sections of
the paper examine the question of how and why
these family risk factors increase children’s risk
for psychopathology. Toward the goal of more
deeply characterizing the diversity of trajectories
of adaptation, we demonstrate the utility of iden-
tifying the regulatory conditions and contexts
that underlie the sources of heterogeneity in the
developmental pathways children follow. In clos-
ing the chapter, we briefly summarize the prog-
ress in relation to the next generation of research.

Family Risk Factors
In the terminology of developmental psychopa-
thology, risk factors are defined as characteristics

that probabilistically increase the likelihood of
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Family Dynamics

Family Risk Factors
1. Parent-Child Subsystem
2. Interparental Subsystem
3. Sibling Subsystem

PT. Davies and M.L. Sturge-Apple

Family Risk Mechanisms
1. Child Attachment Insecurity
2. Child Defensive Reactivity
3. Child Affiliative Styles

Child Adjustment Trajectories

1. Interpersonal
2. Neurobiological

Child Cascade Mechanisms

Child Qutcomes

1. Mental Health
2. Psychopathology

Systemic Organizing Parameters

3. Neuropsychological
4. Stage-Salient Tasks

1. Interdependency
2. Holism
3. Boundaries

3. Child Attributes

Regulatory Conditions

1. Parent Characteristics
2. Ecological Factors

Fig. 8.1 A graphical depiction of our organizational
framework for understanding the developmental path-
ways, mechanisms, and conditions underlying associa-

child maladjustment. For the sake of parsimony,
we selectively focus on the more heavily investi-
gated classes of family risk factors as a way to
concisely summarize key findings in the literature
(see Fig. 8.1). Consistent with key subsystems
identified in family systems theory, the following
sections summarize the primary attributes of the
parent—child, interparental, and sibling relation-
ships that are associated with individual differ-
ences in children’s psychopathology.

Parent-Child Subsystem

One of the most proximal developmental con-
texts for children is the parent—child subsystem.
Although family systems theory emphasizes the
transactional nature of subsystem relationships
(Cox & Paley, 1997), theoretical conceptualiza-
tions of the dynamics of the parent—child
subsystem have predominantly elaborated on
the unidirectional effects by which parenting
influences children’s developing capacities.
Thus, the behaviors and strategies used by par-
ents toward socializing children have histori-
cally been dimensionalized across two primary

tions among family characteristics and children’s

developmental psychopathology

axes including sensitivity/responsiveness and
demandingness/control (Barber, 1996; Maccoby
& Martin, 1983), out of which arise a tripartite
classification of parental behavior including
warmth/support, behavioral control, and psycho-
logical control (Barber, 1996). Parental warmth/
support has been conceptualized as parental
behaviors that convey positive affect and emo-
tional availability, are sensitively responsive to
the emotional needs of the child, and suggest a
supportive presence on the part of the caregiver.
Parental behavioral control refers to the regula-
tion or structure of children’s behavior through
monitoring and discipline, whereas psychologi-
cal control involves parental attempts to control
and constrain a child’s psychological world
through guilt induction, love withdrawal, and
manipulation of feelings (e.g., Barber, 1996).
Over several decades, empirical research has
examined how diminished caretaking across dif-
ferent parenting practices increases children’s
vulnerability to mental health difficulties and
socioemotional =~ maladjustment (Borkowski,
Ramey, & Bristol-Power, 2002). Although a
full accounting of the multitude of research
examining these parenting behaviors and child
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psychopathology is beyond the scope of this
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2000). Some specificity between parenting prac-
tices and developmental outcomes has been
reported. Specifically, research suggests that poor
behavioral control is primarily related to exter-

nalizing symptomatology wherea§ psychologicall

and internalizing symptomatology (e.g.. Barber,
Olsen, & Shagle, 1994; Gray & Steinberg, 1999).

Toward achieving greater precision in delin-
eating how these wide constellations of parenting
behaviors may differentially influence children’s
development, theorists have utilized pattern-
based conceptualizations of parenting and par-

ent—child relationship dynamics. Using the
original dimensions of parenting behaviors, four
broad parenting profiles have been demarcated in
the literature including authoritative, authoritar-
ian, permissive/indulgent, and rejecting/neglect-
ing (Maccoby & Martin, 1983), and findings
suggest some specificity of effects on children’s
adjustment. Authoritarian parenting styles char-
acterized by high levels of both demandingness
and responsiveness have been associated with
the highest levels of adjustment in children
(Lamborn, Mounts, Steinberg, & Dornbusch,
1991). However, findings suggest that lax/per-
missive (low demandingness/high responsiveness)
and rejecting/neglecting (low demandingness/
low responsiveness) parenting styles are linked to
a plethora of adverse outcomes including inse-
cure forms of attachment, difficulties in peer rela-
tionships, higher levels of misconduct and
externalizing symptomatology, lower self-regu-
lation, and lower academic achievement and
school competence (e.g., Luyckx et al., 2011). In
contrast, research examining authoritarian par-
enting styles has produced mixed outcomes with
some studies suggesting either a risk or protec-
tive effect of authoritarian parenting within cer-
tain ecological niches (Steinberg & Silk, 2002).

Interparental Relationship
Characteristics

Due to the prevalence of divorce, cohabitation,
remarriage, and premarital childbearing, children
in contemporary society vary widely in their
experience of different relationship arrangements
between parents. Research examining different
family structures has documented that the experi-
ence of interparental relationship instability in
the form of separations, the establishment of new
romantic relationships, and single parenthood
place children at risk for psychological problems,
including academic difficulties, poor social com-
petence, emotional problems, and delinquency
(Amato, 2010; Cavanagh & Huston, 2008).
Nevertheless, it is important not to over-
pathologize the risk associated with these forms
of interparental relationship instability. Structural
changes in the interparental relationship are gen-
erally modest risk factors for psychopathology.
Moreover, research has shown that the emotional
tenor and quality of the interparental relationship
is a more potent risk factor and a primary mecha-
nism that explains why interparental transitions
take a psychological toll on children (Grych &
Fincham, 2001).

Interparental relationship quality is, itself, a
broad construct consisting of multiple dimen-
sions. Initial empirical efforts to more precisely
identify the risk properties underlying interparen-
tal relationship quality underscored the develop-
mental significance of how parents manage
stress, conflict, and challenges. For example,
conflict between parents is a better predictor of a
wide range of child problems than general dis-
tress or dissatisfaction between parents (Jouriles
et al., 1991). However, because disputes and dis-
agreements between parents are common occur-
rences in homes, it is important to distinguish
between the properties of conflict that are harm-
ful and benign for children. Constructive forms
of conflict involving calm, rational disagreements
that end in resolution are associated with better
psychological adjustment in children (Cummings
& Davies, 2010). In fact, constructive conflict
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may have a positive effect, teaching children
important conflict management strategies that
they can subsequently use when interacting with
siblings and peers (Davies, Martin, & Cicchetti,
2013; McCoy, Cummings, & Davies, 2009).
Conversely, high levels of hostile, escalating, and
unresolved forms of interparental conflict are
consistent predictors of a wide array of child
problems, including social difficulties, behav-
ioral problems, emotional symptoms, academic
setbacks, and physical troubles (e.g., illness,
sleep problems). Research has further shown that
physical violence, psychological abuse (i.e.,
name-calling, threats), and disagreements over
child-rearing constitute particularly damaging
forms of interparental conflict that incrementally
predict children’s vulnerability to psychopathol-
ogy beyond the risk conferred by global discord
and hostility between parents (Fergusson &
Horwood, 1998; Jouriles et al., 1991; McHale &
Fivaz-Depeursinge, 1999).

Sibling Relationship Quality

Family scholars have increasingly turned their
attention to the dynamics of the sibling relation-
ship as a context for children’s development
(Dunn, 1991). Attesting to the importance of sib-
ling relationships, an estimated 80% of children
will grow up with a sibling (Cicirelli, 1995), and
children spend more time on average interacting
with their siblings than with parents or other fam-
ily members in the household (e.g., McHale &
Crouter, 1996). Given the more egalitarian nature
of siblings with respect to power and dominance
within a family hierarchy, research examining the
impact of siblings on individual’s socioemotional
development has primarily focused on the two
parameters of sibling relationships: conflict and
cohesion. With respect to conflict between sib-
ling dyads, studies have linked aversive, chronic,
and physical conflict to a host of adjustment dif-
ficulties including internalizing symptoms
(Milevsky & Leyvitt, 2005), lower social compe-
tence (Stormshak, Bellanti, & Bierman, 1996),
and externalizing problems (Ensor, Marks,
Jacobs, & Hughes, 2010). In terms of relational
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cohesion and warmth, sibling relationships may
provide an opportunity to express emotions,
communicate wants and needs, as well as provide
a context for emotional support. Sibling warmth
has been linked with positive self-worth (Stocker,
1994), reduced externalizing behavior (Branje,
van Lieshout, van Aken, & Haselager, 2004), and
more resilient functioning in the context of envi-
ronmental adversity (e.g., Jenkins, 1992).

Systemic Organizing Parameters

Although identifying characteristics of specific
family relationships that serve as risk factors is a
valuable approach in developmental psychopa-
thology, a complementary objective in family
process research is to better understand how each
specific family characteristic operates in the con-
text of the larger fabric of the family system.
Within the open system conceptualization of
family systems theory, any one subsystem or
individual is regarded as inextricably embedded
within the family unit. Systemic processes oper-
ating at the broader family level play a critical
role in regulating how family characteristics
operate together to influence children’s psycho-
logical maladjustment. Open system frameworks
are instantiated more precisely in several key
principles. For the sake of illustration, Figure 8.1
depicts the role of three concepts in advancing
the field of developmental psychopathology:
interdependency, holism, and boundaries.

Interdependency

Interdependency refers to the existence of the
reciprocal influences among subsystems and
individuals in the family (Cox & Paley, 1997;
Minuchin, 1985). Each family relationship (e.g.,
parent—child subsystem) and its members are
conceptualized as both causes and products of
one another. Thus, perturbations in any one sub-
system are posited to reverberate through other
family relationships in a negative reciprocal
cycle. Since Patricia Minuchin (1985) broadly
introduced the concept of circularity to a large



Consistent with these assumptions, interparental
_ predicts subsequent copa-
renting difficulties characterized by lack of
mutual support in child-rearing, active undermin-
ing of each other’s parenting goals, and greater
discrepancies between parents in their levels of
involvement with their children (Paley, O’ Connor,

Kogan, & Findlay, 2005). Interparental conflict is|

and methodological designs (Almeida,
Wethington, & Chandler, 1999; Jouriles & Farris,
1992; Sturge-Apple, Davies, & Cummings,

(e.g., Schoppe-Sullivan, Mangelsdorf,
Frosch, & McHale, 2004).
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0gy. In integrating this systemic principle into
family risk models of child psychopathology,
researchers have gained a fuller appreciation of
the multitude and complexity of mediational
pathways among family risk factors and child
psychopathology. For example, many family the-

ories postulate that interparental hostility
increases children’s vulnerability to psychologi-
cal problems by undermining parenting practices
and the parent—child relationship (e.g., Davies &
Cummings, 1994; Grych & Fincham, 1990).
Supporting this hypothesis, there is now empiri-
cal evidence indicating that the association
between interparental conflict and child psycho-
pathology is partially accounted for by a wide
array of parenting difficulties, including low
warmth, disengagement, inconsistent and
harsh discipline, hostility, and psychological

- (Gerard, Krishnakumar, & Buehler, 2006;
Sturge-Apple, Davies, & Cummings, 2006b).

Cess have increasingly acknowledged the ' Likewise, coparenting difficulties have also

aggregation of functioning within each family
subsystem (Cox & Paley, 1997). In the field of
developmental psychopathology, a primary cor-
ollary is that the collective adjustment of the
whole family unit will have distinct implications

subsystem. Empirical tests of this hypothesis are
difficult to conduct due to the challenges of

ensuring tha

tic” or family-level forms of functioning. In
spite of these challenges, studic§ihave/supported

(e.g. , Kogos, g , ,
Izard, 1999; Katz & Low, 2004; McHale &
Rasmussen, 1998). For example, McHale and

Rasmussen (1998) reported tha_

family-level dynamics (i.e., hostility, harmony,

discrepancies in parent involvement) in triadic
interactions involving mothers, fathers, and
infants predicted child psychological problems 3

years later even after controlling for parental
characteristics and marital quality.

The significance of holism is al
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or example, according to

notes, high 1

. However,
family systems theory cautions against interpret-
ing increases in positive parenting in high-conflict
homes at face value. Under some family condi-
tions, warmth is part of a broader pattern of par-
ent—child triangulation, emotional entanglement,
and intrusiveness (Kretchmar & Jacobvitz, 2002;
Marvin & Stewart, 1990). In other words, asso-
ciations among a focal family predictor (e.g.,
warmth) and children’s psychopathology are
assumed to be moderated by (or vary as a func-
tion of) the broader organization of the family
climate (e.g., triangulation, entanglement). Thus,

Boundaries

In building on the notion of holism, family sys-
tems frameworks underscore the usefulness of
analyzing interpersonal boundaries in fully deci-
phering the meaning of interaction patterns in
family subsystems. Boundaries within and across
relationships in the family are defined by charac-
teristic ways of exchanging resources, informa-
tion, and materials in the family unit. Although
theory and research on family systems has identi-
fied a number of different configurations of emo-
tional and relational functioning in the family,

lated pattems of communication have been

B010: Kerig, 1995; Kretchmar & Jacobvitz, 2002;
Minuchin, 1974).

Thus, ¢
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terized by weak metaphorical boundaries in fam-
ilies in which children’s access to resources
commonly comes at a price of a loss of autonomy
and undue exposure to discord and turmoil. Thus,
any d

By emotionally
drawing or coaxing children into family difficul-
ties, theory and research support the notion that
diffuse boundaries in enmeshed families increase
children’s risk for anxiety, emotional distress,
and interpersonal dependency (Davies et al.,
2004; Jacobvitz et al., 2004; Kerig, 1995).
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against another individual or subsystem (i.e., dis-
gngaged component). For example, in detouring
families, children’s psychological symptoms pro-
gressively intensify as they serve to increase
closeness between parents who are in an other-
wise unhappy relationship. Conversely, the psy-
chological burdens of serving as caretaker,
confidante, or guardian in parent—child coalitions
may pose its own unique set of risks for children
(Johnson, 2010; Kerig, 1995).

Mechanisms of Family Risk

Further progress in understanding family pro-
cesses in the development of psychopathology
hinges on identifying the risk mechanisms under-
lying the family risk factors. Risk in family
socialization pathways does not operate in an
instantaneous way; rather, it is part of an unfold-
ing cascade of mechanisms that ultimately
explain why family relationship parameters are
associated with child psychopathology. Thus, a
pressing goal is to address the questions of how
and why family risk factors increase the likeli-
hood of child psychopathology. Within these
process-oriented frameworks, exposure to family
risk is conceptualized as setting in motion
dynamic risk mechanisms or processes that serve
as more proximal agents in the development of
child psychopathology. In statistical terminology,
risk mechanisms are regarded as the mediators or
the intermediary, explanatory processes that link
risk factors to specific child outcomes. In our
account of transactions among family character-
istics (see the Interdependency section), it is evi-
dent that some family factors may actually serve
as risk mechanisms that mediate or explain the
risk posed by another family factor. For example,
coparenting and parenting difficulties have been
identified as risk mechanisms that account, in
part, for the association between interparental
conflict and child psychopathology. However,

Likewise [ triangulation in " families "reflects' fully charting the risk mechanisms also requires
Various complex blends" of ‘enmeshment and| understanding how these more proximal family
disengagement across family subsystems and'| risk factors engender changes in children’s adap-
individuals in which family members form
defensive alliances (i.e., enmeshed component)

tation and coping processes that ultimately
coalesce, intensify, and crystallize into more
intractable patterns of child maladjustment.
Contemporary work on family risk mechanisms
has produced a complex, multilayered array of
potential processes (e.g., Grusec & Davidov,
2010). To illustrate the value of identifying risk
mechanisms, we selectively describe some of the
processes that are consistently implicated in the
genesis of child psychopathology (Davies,
Sturge-Apple, & Martin, 2013).

Child Attachment Insecurity

Attachment theory proposes that the quality of
family relationships impact children’s success in
maximizing sensitivity and protection of caregiv-
ers in times of distress and threat (Bowlby, 1988).
Children’s histories of successfully procuring
supportive resources from primary caregivers are
theorized to be a primary determinant of individ-
ual differences in parent—child security. Thus,
displays of sensitivity, warmth, and availability
by caregivers, particularly under conditions of
distress, foster children’s confidence in their abil-
ity to access caregivers. The end result is the very
efficient operation of the attachment system char-
acterized overtly by patterns of behavior that
reflect assertive, direct bids for support and, in
turn, effectively reduce fear and distress
(McElwain & Booth-LaForce, 2006). In contrast,
prolonged experiences with harsh, inconsistent
or diminished levels of caregiver availability are
key processes that undermine children’s ability to
reliably use parents as safe bases of security
(Belsky & Fearon, 2004).

Although natural selection likely equipped
children with many ways of coping with inacces-
sible attachment figures, specific stimuli and cues
in the caregiving environment may engender dif-
ferent strategies for coping with insecurity.
Within the attachment literature, studies have dis-
tinguished between two specific types of strate-
gies based on whether they serve to deactivate or
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hyperactivate the natural output of the attachment
system (Ainsworth, Blehar, Waters, & Wall,
1978). Whereas avoidant attachment styles reflect
deactivating strategies for minimizing children’s
overt expression of negative effect, bids for sup-
port, and the processing of attachment-relevant
information, resistant or ambivalent patterns of
attachment are hyperactivating approaches that
serve to amplify and inflate overt distress, depen-
dency, and the processing of attachment cues
(Cassidy, 2008; Kobak, Cole, Ferenz-Gillies,
Fleming, & Gamble, 1993). Deactivation or
avoidance is specifically regarded as an adaptive
strategy for limiting exposure to the negative con-
sequences of repeatedly approaching chronically
inaccessible, rejecting caregivers. Conversely,
hyperactivation of the attachment system may be
a functional strategy for eliciting more reliable
responsiveness and sensitivity from a caregiver
who is inconsistent in supporting the child’s
needs (Cassidy, 2008). Patterns of insecure
attachment, in turn, have been documented to be
predictors of a wide array of child mental health
problems (e.g., Thompson, 2008; Sroufe,
Egeland, Carlson, & Collins, 2005) (see Cascade
Mechanisms section for an account of how attach-
ment insecurity may increase psychopathology).

However, risk factors for attachment insecu-
rity may not simply be limited to parental sensi-
tivity and support under stressful conditions. At
the level of risk mechanisms, it is not uncommon
for children to develop more extensive attach-
ment hierarchies that go beyond relationships
with parents. For example, children may rely on
their siblings as attachment figures in many fami-
lies (Ainsworth, 1989; Howes, 1999). Although
the sibling attachment relationship may assume a
more subsidiary role in the lives of children than
the parent—child attachment relationship, the
sparse studies on sibling emotional relationships
suggest that children do utilize siblings as bases
of security (Gass, Jenkins, & Dunn, 2007; Stewart
& Marvin, 1984). However, more research is
sorely needed as we still know very little about
the specific family precursors and psychological
sequelae of sibling attachment quality.

At the level of risk factors, researchers have
expanded their search for family precursors and
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pathways of insecure attachment beyond the
delimited set of caregiving (e.g., sensitivity
responsiveness) antecedents (Davies, Harold,
Goeke-Morey, & Cummings, 2002). For example,
in reflecting a more indirect pathway, parental dis-
tress, preoccupation, and anger stemming from
interparental conflict may ultimately impact chil-
dren’s attachment insecurity and psychopathology
by undermining their abilities to provide sensitive
and responsive care to their children. In reflecting
a more direct pathway, witnessing frightening
(e.g., hostile, aggressive), vulnerable (e.g., dis-
tressing, fearful), or volatile (e.g., emotionally
labile) parental behaviors during interparental
conflict may directly undermine children’s confi-
dence in parents as figures who can competently
allay their distress. Studies using a variety of
methods and designs support each of these path-
ways (Davies et al., 2002; Frosch, Mangelsdorf, &
McHale, 2000; Sturge-Apple, Davies, Winter,
Cummings, & Schermerhorn, 2008).

Child Defensive Reactivity

In complementing the primary focus of attach-
ment theory on how children use family relation-
ships as resources for regaining or preserving of
security, several family process models share the
assumption that family characteristics can also
serve as a source of threat that undermine chil-
dren’s sense of safety and well-being (Davies &
Sturge-Apple, 2007; Grych & Fincham, 1990;
Repetti et al., 2011). Children’s experiences as
indirect bystanders or direct targets of family dis-
cord are specifically proposed to alter the ways in
which children process and react behaviorally
and emotionally to threat. According to the sensi-
tization hypothesis, repeated exposure to interpa-
rental disharmony, parental rejection and hostility,
and sibling conflict in high-conflict homes may
progressively increase the salience of survival or
self-protective strategies in subsequent family
contexts and, in the process, increase children’s
risk for psychopathology (Davies, Sturge-Apple,
et al., 2013; Monroe & Harkness, 2005).
Behavioral manifestations of the heightened
operation of survival or self-protective strategies
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include greater perceptual sensitivity to threat
cues, prolonged fear, distress, and vigilance,
flight and camouflaging (e.g., avoidance, inhibit-
ing overt emotions) activities, and fight (e.g., tri-
angulation or alliance formation) behaviors
(Davies & Sturge-Apple, 2007).

Consistent with the sensitization hypothesis,
studies have indicated that witnesses and targets
of various forms of family hostility (e.g., interpa-
rental conflict, physical abuse) exhibit greater
sensitivity and reactivity to subsequent signs of
interpersonal and family adversity (Davies,
Martin, et al., 2013; Shackman, Shackman, &
Pollak, 2007). In further reflecting the operation
of mediational pathways, these predispositions to
respond in guarded, hypervigilant ways to family
stressors have been empirically identified as pre-
cursors to later psychological problems (Davies,
Sturge-Apple, et al., in press; Repetti et al.,
2011). Although identifying the cascade of pro-
cesses underpinning the pathogenic effects of
defensive responding in the family remains a
critical research direction, conceptual models
offer promising guides in achieving this objec-
tive. For example, prolonged concerns for secu-
rity would be expected to tip the balanced
allocation of psychobiological resources toward
investing in immediate personal safety at the cost
of sufficient investment in the mastery of the
physical and social environment (Davies, Sturge-
Apple, et al., 2013; Ford, 2009) (see Cascade
Mechanisms section for more details).

However, it is important to note that the sensi-
tization process does not appear to be readily
applicable across all developmental and family
risk conditions. From a developmental stand-
point, children’s distress cannot increase in an
incremental, graduated way following each epi-
sode of family discord over time. If sensitization
operated in a uniform way across long temporal
spans of family risk exposure, then children from
chronically discordant homes would respond in
exceedingly distressing ways to virtually every
family event, be it supportive, benign, or threat-
ening. Working from a biological framework, the
stress autonomy and attenuation models postu-
late that sensitization to family adversity is only
evident in the early stages of exposure (Monroe
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& Harkness, 2005; Susman, 2006). Over long
periods of time, recurrent family adversity may
set in motion other mechanisms that supersede
the initial risk posed by family processes. For
example, in the attenuation model, the tendency
of systems to maintain an internal state of equi-
librium is proposed to dampen stress-sensitive
physiological reactivity in the face of chronic
family adversity. Inhibition of these physiologi-
cal systems (e.g., sympathetic nervous system,
hypothalamic—pituitary—adrenocortical axis) may
reflect the activation of processes designed to
thwart the toxic effects of chronic physiological
arousal to threat (Susman, 2006). Social-
experiential models of canalization further
propose that children’s patterns of adapting to
risky family environments may become increas-
ingly intractable and resistant to subsequent fam-
ily influences as they increasingly select out
stressful niches or evoke negative responses from
others (Davies & Windle, 2001; Sroufe, 1997).
Thus, the relationship between family stress and
children’s heightened reactivity may be curvilin-
ear in form, reaching an asymptote that signifies
progressively weaker associations between fam-
ily adversity and children’s defensive responses.
In spite of the rich, theoretically guided hypoth-
eses, little is known empirically about the condi-
tions and mechanisms underlying the potential
changes in sensitization over time.

Specific configurations of family risk may
also result in diminished reactivity in specific
domains or levels of responding. At a physiologi-
cal level, the attenuation hypothesis postulates
that family conflict manifested in emotional
instability and unpredictability may actually
dampen physiological stress responses to threat-
ening events by disrupting the capacity of the
limbic system to process and acquire information
on the interpersonal consequences of emotional
events in the family (Susman, 2006). Resulting
difficulties in neurobiological processing of emo-
tion and fear-relevant parameters may be particu-
larly likely to be manifested in aggressogenic
attributes such as fearlessness, sensation seeking,
and callousness. At a psychological level, the
reformulated emotional security theory has pro-
posed that children may experience diminished
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displays of distress to family difficulties follow-
ing exposure to specific patterns of family risk
(Davies & Sturge-Apple, 2007). For example,
tendencies to progressively inhibit feelings of
fear and distress in the service of directly and
aggressively engaging family threat is proposed
to be an adaptive solution to coping with recur-
rent family conflict that is accompanied by paren-
tal displays of vulnerability (e.g., depression,
anxiety), disengagement, and collapses in the
family power hierarchy. Tendencies to exhibit
this dominant pattern of responding to family
threat, in turn, are proposed to specifically
coalesce into externalizing symptoms by breed-
ing hostile views of the social world, interper-
sonal disenfranchisement, callousness, and the
rigid, reflexive use of aggressive behaviors.

Child Affiliative Styles

Many process models rooted in social learning
and information processing theories posit that
children’s elevated vulnerability to psychological
problems in high-conflict homes results from
exposure to pathogenic learning contingencies in
the family. Observational and enactive learning
processes are two primary classes of learning
mechanisms that are regarded as shaping chil-
dren’s patterns of affiliating in the family (Eron,
Huesmann, & Zelli, 1991). According to the
observational learning component of the theory,
witnessing distraught family members (e.g., par-
ents, siblings) provides children with opportuni-
ties to master new ways of enacting distressing
behaviors through (a) imitation, (b) acquisition of
generalized scripts or abstract rules, and (c)
reduction of inhibitions for engaging in behaviors
(Cox et al., 2001; Margolin, Oliver, & Medina,
2001). The articulation of specific vicarious (i.e.,
observational) learning processes generates a
more precise articulation of specific linkages
between risk factors, risk mechanisms, and out-
comes. For example, subsequent increases in dis-
plays of anger and hostility by children in family
settings are theorized to emerge through their
emulation of hostile family behaviors (Hyde,
Shaw, & Moilanen, 2010). In turn, increasing
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tendencies to display hostility are proposed to
intensify and proliferate into externalizing diffi-
culties. Conversely, witnessing recurrent bouts of
anxiety, social disengagement, and dysphoria by
family members are postulated to magnify chil-
dren’s vulnerability to internalizing symptoms by
fostering their vicarious displays of distress and
social withdrawal (Morris et al., 2007).

Within the enactive component of social learn-
ing theory, reinforcement contingencies are pri-
mary mechanisms underpinning the development
of psychopathology in risky family environ-
ments, particularly in the context of parental
management of children’s behavior (Restifo &
Bogels, 2009). From a social learning perspec-
tive, perturbations in parental abilities to regulate
child behavior as manifested in inadequate super-
vision, vague communication of expectations for
appropriate child conduct, and lax, harsh, or
inconsistent discipline in response to child trans-
gressions have two major consequences. On the
one hand, the lax or hostile parental behaviors do
not positively reinforce children’s prosocial
behaviors by providing rewarding consequences
for appropriate child conduct. On the other hand,
these same parenting difficulties preclude the
ability to dispense effective punishments that
serve to impose negative consequences following
bouts of child misbehavior (Patterson, 1982;
Snyder, Schrepferman, McEachern, & Suarez,
2010). The resulting intensification of children’s
tendencies to adopt coercive, hostile styles of
affiliation is, in turn, proposed to be a central risk
mechanism in the development of broader behav-
ioral problems (Forgatch, Patterson, DeGarmo,
& Beldavs, 2009).

Greater dispositions to exhibit significant
behavior problems among the children from
high-conflict homes also substantially increase
the probability of coercive parent—child
exchanges that may further intensify children’s
behavior problems. In social learning theory,
coercive process is defined as a specific set of
transactional influences between parental and
child behavior that create, maintain, or intensify
inept parenting and child problems through rein-
forcement contingencies (Patterson & Yoerger,
1997; Snyder et al., 2010). In many cases, this
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process begins with parents responding to bouts
of child complaints and mild misbehavior with
threats or dismissive statements. This results in a
mutually escalating cycle of negativity and hos-
tility between parents and children. Children spe-
cifically respond to parents by “stepping up”
their misbehavior and parents react to children by
further intensifying their threats and negativity.
Over time, however, parents in these coercive
cycles trend toward capitulating to the demands
of their children without enforcing any negative
consequences for children (i.e., no discipline).
The mutual influence of parent and child negative
behaviors is theorized to result in negative rein-
forcement processes that spur more inept, vola-
tile parenting behaviors and child negative
behaviors in the future. Through this negative
reinforcement process, the children learn that
escalating tantrums and misbehavior results in
the elimination of an aversive and negative stimu-
lus in the form of parental negativity. Likewise,
because abdicating power to the child during
these conflicts commonly results in a reduction
of child tantrums and misconduct, surrendering
to the demands of the child is also negatively
reinforcing to the parent. Thus, parents are pos-
tulated to be more likely to submit to children’s
demands in the future (Snyder, Edwards,
McGraw, Kilgore, & Holton, 1994; Stoolmiller,
Patterson, & Snyder, 1997).

Developmental Pluralism

Consistent with the concept of developmental
pluralism, our characterization of the multiplicity
of family risk factors, family risk mechanisms,
and child outcomes underscores the diverse path-
ways children experience in the development of
psychological problems. By the same token, a
myopic focus on these specific pathways offers
an incomplete picture of the complexity and
array of children’s trajectories of adjustment. To
address this gap, the following sections examine
three main themes in developmental psychopa-
thology that serve as valuable tools for advancing
an understanding of children’s adaptation to
adverse family contexts.
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intermediary processes in the pathways among
risk mechanisms and children’s mental health

, attachment insecurity, defensive
reactivity, and malevolent affiliative patterns in
the family may serve as blueprints for cascade
mechanisms that reflect specific ways of filtering,
interpreting, and responding to subsequent inter-
personal events outside the family. Several theo-
retical frameworks share the premise that the
highly reflexive and automatic algorithms for
processing and responding to stressful family
events are later used as guides in novel or chal-
lenging settings to simplify, evaluate, and adapt
to social experiences (e.g., Cassidy, 2008; Davies
& Cummings, 1994; Dodge, 2006; Johnston
Roseby, & Kuehnle, 2009). Consistent with this
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been shown to mediate associations between chil-
dren’s negative representations of interparental
relationships and increases in their school malad-
justment over a l-year period (Bascoe, Davies,
Sturge-Apple, & Cummings, 2009).
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between family risk mechanisms and child psy-
chopathology (Cicchetti & Walker, 2001; Mead,
Beauchaine, & Shannon, 2010). Risky family
environment models have posited that family risk
mechanisms produce neuropsychological and
psychological problems by changing stress-sensitive
biological systems, including the hypothalamic-
pituitary-adrenocortical (HPA) axis and the sym-
pathetic nervous system (SNS) (Repetti et al.,
2002, 2011). Through the process of allostasis,
the SNS and HPA axis are designed to respond
adaptively to environmental stress and challenge
by generating physiological resources necessary
to effectively protect individuals. In the immedi-
ate wake of stress, the SNS primes the body for
fight-or-flight responses in the face of threat
through increases in cardiac output, oxygen flow,
and blood glucose levels (Porges, 2006). As a
subsequent response to threat and challenge
(Gunnar & Vazquez, 2006), the HPA axis and its
end product of cortisol prime defense mecha-
nisms by mobilizing energy (e.g., glucose, oxy-
gen) and modulating the processing, encoding,
and memory consolidation of emotionally signif-
icant events. However, successive cycles of allo-
stasis engendered by prolonged coping with
family adversity are theorized to alter the set
points of the physiological systems by amplify-
ing or attenuating their sensitivity (Repetti et al.,
2011; Susman, 2006). For example, some forms
of attachment insecurity have been linked with
high arousal of the HPA axis (e.g., Spangler &
Grossman, 1993). Likewise, research has docu-
mented that deviations in the set points of the
physiological systems predict an array of difficul-
ties in the form of emotion dysregulation, social
impairments, mental health problems, immune
suppression, and neurotoxicity (McEwen, 1998;
Sapolsky, 2000; Turnbull & Rivier, 1999).

As a final illustration of a developmental cas-
cade, evaluating children’s mastery of stage-
salient tasks may prove useful in understanding
the processes whereby family risk mechanisms
crystallize into psychological problems. Stage-
salient tasks refer to challenges that become
prominent at a given developmental period and
remain important throughout the individual’s
lifetime (Cicchetti, 1993). Because these tasks
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are already challenging even under benign
developmental conditions, their successful reso-
lution may be particularly difficult in the context
of family risk mechanisms. Moreover, mastery of
new developmental challenges and the probabil-
ity of following healthy trajectories depend, in
part, on adequate differentiation and integration
of prior stage-salient tasks. For example, the
transition to toddlerhood is characterized by the
challenges of effectively exploring the social and
physical worlds, achieving a sense of mastery
and autonomy, and regulating emotions (Cole,
Zahn-Waxler, Fox, Usher, & Welsh, 1996; Sroufe
et al., 2005). Acquiring these skills, in turn, pro-
vides important building blocks for subsequent
developmental challenges of establishing self-
control, self-reliance, and harmonious peer rela-
tions in preschool. Thus, children’s successful
negotiation of developmental tasks is posited to
mediate pathways among family risk mecha-
nisms and their psychopathology. Supporting
this prediction, children’s fearful reactivity to
interparental conflict increased the likelihood of
disruptive behavior problems during preschool
by undermining their mastery of stage-salient
tasks during toddlerhood (Davies, Manning, &
Cicchetti, 2013).

Regulating Conditions

Even with the increasing integration of cascade
mechanisms into the study of family risk, the
resulting family models typically account for only
modest to moderate proportions of the individual
differences in children’s adjustment. In some
cases, children who are resilient are able to
develop along adaptive developmental trajectories
by successfully weathering the burdens associ-
ated with family adversity. Conversely, other chil-
dren exhibit disproportionately high susceptibility
to psychopathology in the context of minimal or
moderate stress in the family. This observation
raises a central question: Why do children who
experience similar family and developmental cir-
cumstances often develop differently? As illus-
trated in Fig. 8.1, a primary approach to addressing
this question is to identify the regulatory
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conditions that alter the mediational cascade of
processes in associations between family adver-
sity and child psychopathology. From a develop-
mental psychopathology perspective, individual
development is regarded as operating within an
open system characterized by the ongoing trans-
actional interplay between an actively changing
organism and a dynamic context (Granic &
Hollenstein, 2003). It follows, then, that develop-
mental pathways set in motion by family risk fac-
tors will lawfully vary as a function of the broader
matrix of contextual or regulatory conditions.
Regulatory conditions are commonly identified as
moderators that alter the magnitude or direction
of family risk pathways. Although it is important
to note that more fine-grained forms of moderat-
ing effects exist (Belsky & Pluess, 2009; Luthar,
Cicchetti, & Becker, 2000), two of the more com-
mon classes of moderation in developmental psy-
chopathology consist of (1) vulnerability” or
“potentiating” factors that amplify links in the
family risk pathways and (2) “protective” factors
or buffers that reduce or offset the deleterious
impact of family risk factors or mechanisms.
Moreover, as Fig. 8.1 outlines, these potentiating
and protective factors may be usefully organized
into a diverse array of substantive domains includ-
ing child dispositional attributes (e.g., tempera-
ment, personality, history of coping, gender, age),
family characteristics (e.g., parent personality and
psychopathology), and ecological or extrafamilial
characteristics (e.g., community characteristics,
culture) (Garmezy, 1985).

Although a comprehensive review of studies
on the moderating conditions of family processes
is beyond the scope of this chapter, even a brief
sampling of the empirical work highlights the
value of searching for these types of moderators
in understanding heterogeneity in child out-
comes. For example, within the domain of family
characteristics, research has shown that the
potency of some family risk factors (e.g., hostile
or overprotective child-rearing) in the prediction
of children’s psychological problems is amplified
in the context of parental psychopathology (e.g.,
Guimond et al., 2012). Furthermore, some family
characteristics may serve multiple functions in
roles as both predictors of child psychopathology
and moderators of other family risk factors. For
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example, in models predicting children’s peer
adjustment, parent—child attachment security and
low levels of parent—child negative reciprocity
served as protective factors that offset the risk
posed by marital conflict (Lindsey, Caldera, &
Tankersley, 2009).

As another illustration in the domain of child
attributes, children’s difficult temperament has
been shown to potentiate associations between
several family risk factors (e.g., interparental
conflict, child-rearing difficulties) and child psy-
chopathology (Davies & Windle, 2001; Rothbart
& Bates, 2006). Until recently, findings on the
moderating effects of child temperament and per-
sonality were commonly interpreted within
diathesis-stress models (Belsky & Pluess, 2009).
Difficult temperamental characteristics were spe-
cifically designated as “diatheses” or constitu-
tional predispositions to experience disorder that
were amplified in the context of family risk fac-
tors. However, emerging evidence suggests that
many of these moderating effects of difficult or
reactive temperamental attributes reflect disposi-
tions of children to exhibit greater sensitivity or
plasticity to family processes for better or for
worse. According to this relatively new differen-
tial susceptibility theory, children with higher
levels of temperamental negative emotionality
should fare significantly worse in highly discor-
dant homes as the diathesis-stress model posits.
However, unlike the diathesis-stress model, dif-
ferential susceptibility models propose that chil-
dren with difficult temperaments will also fare
significantly better in supportive homes than chil-
dren without difficult temperaments (see Belsky
& Pluess, 2009). E